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Fig. 2.12(b). See p. 33.

(b)

Fig. 2.38. See p. 64.
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SYMBOLS

The following notation is generally used in the text. The subscripts i or n indicate
the use of letters or numbers for particular symbols. On rare occasions where the
letters or symbols are used for other purposes, this is specifically stated.

o

’CH)C)Cﬂ’KH

Jopoeg

Z2~mo

2z

»

YSFE> YRSFE
b

Vs
g

€

Burgers vector of a dislocation

These denote ‘local’ constants which are defined in the text
Diameter of second-phase particle

Grain or subgrain diameter

Diffusivity (s =bulk diffusion, b="boundary diffusion, ¢c=-core
diffusion)

Volume fraction of second-phase particles

Shear modulus

Energy. e.g. stored energy of deformation Ep

Boltzmann constant

Boundary mobility

Number of grains or second-phase particles per unit volume
Number of particles per unit area

Pressure on a boundary

Activation energy, (for diffusion:- s=bulk, b=boundary,
c=core)

Grain or subgrain radius

Shear strain

Time

Temperature, melting temperature (K)

Velocity of dislocation or boundary

Volume

Constants

Energy of an interface or boundary

Stacking fault energy, reduced stacking fault energy
Energy of a high angle boundary

Energy of a low angle boundary

True strain

True strain rate

XXI
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R >

Symbols

Misorientation across a boundary

Interparticle spacing (defined in equation A2.13)
Poisson ratio

Atomic vibrational frequency

Dislocation density

Coincidence grain boundaries. 1/n is the fraction of sites common
to both grains

True stress

Shear stress

Euler angles (defined in appendix 1)

Orientation gradient
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ARB Accumulative roll bonding

CA Cellular automata

CPFEM Crystal plasticity finite element modelling
CLS Cahn, Liicke, Stiiwe (theory of solute drag)
CSL Coincidence site lattice

DDW Dense dislocation wall

EBSD Electron backscatter diffraction

ECAE Equal channel angular extrusion

ECD Equivalent circle diameter

FE Finite element (modelling)

FEGSEM Field emission gun scanning electron microscope
GBCD Grain boundary character distribution

GBE Grain boundary engineering

GNB Geometrically necessary boundary

HAGB High angle grain boundary

HSLA High strength low alloy (steel)

HVEM High voltage transmission electron microscope

IDB Incidental dislocation boundary
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MD
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SEM
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SPF

TEM

Abbreviations
Interstitial free (steel)
Johnson—-Mehl-Avrami—Kolmogorov kinetic model
Low angle grain boundary
Molecular dynamics
Mean linear intercept
Normal, rolling and transverse directions in a rolled product
Orientation distribution function
Particle stimulated nucleation of recrystallization
Scanning electron microscope
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PREFACE TO THE FIRST EDITION

Recrystallization and the related annealing phenomena which occur during the
thermomechanical processing of materials have long been recognised as being both of
technological importance and scientific interest. These phenomena are known to occur
in all types of crystalline materials; they occur during the natural geological deformation
of rocks and minerals, and during the processing of technical ceramics. However, the
phenomena have been most widely studied in metals, and as this is the only class of
material for which a coherent body of work is available, this book inevitably
concentrates on metallic materials. Although there is a vast body of literature going
back 150 years, and a large collection of reviews which are detailed in chapter 1, there
have only been two monographs published in recent times on the subject of
recrystallization, the latest nearly 20 years ago. Since that time, considerable advances
have been made, both in our understanding of the subject and in the techniques
available to the researcher.

Metallurgical research in this field is mainly driven by the requirements of industry, and
currently, a major need is for quantitative, physically-based models which can be
applied to metal-forming processes so as to control, improve and optimise the
microstructure and texture of the finished products. Such models require a more
detailed understanding of both the deformation and annealing processes than we have
at present. The development of the underlying science to a level sufficient for the
construction of the required models from first principles provides a goal for perhaps the
next 10 to 20 years.

The book was written to provide a treatment of the subject for researchers or students
who need a more detailed coverage than is found in textbooks on physical metallurgy,
and a more coherent treatment than will be found in the many conference proceedings.
We have chosen to emphasise the scientific principles and physical insight underlying
annealing rather than produce a comprehensive bibliography or handbook.

Unfortunately the generic term annealing is used widely to describe two metallurgical
processes. Both have a common result in that a hardened material is made softer, but
the mechanisms involved are quite different. In one case, associated with the heat
treatment of ferrous materials, the softening process involves the y— o phase
transformation. In the second case, which is the one relevant to this book, the softening
is a direct result of the loss via recovery and recrystallization, of the dislocations
introduced by work hardening.

It is not easy to write a book on recrystallization, because although it is a clearly defined
subject, many aspects are not well understood and the experimental evidence is often
poor and conflicting. It would have been desirable to quantify all aspects of the
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phenomena and to derive the theories from first principles. However, this is not yet
possible, and the reader will find within this book a mixture of relatively sound theory,
reasonable assumptions and conjecture. There are two main reasons for our lack of
progress. First, we cannot expect to understand recovery and recrystallization in depth
unless we understand the nature of the deformed state which is the precursor, and that is
still a distant goal. Second, although some annealing processes, such as recovery and
grain growth are reasonably homogeneous, others, such as recrystallization and
abnormal grain growth are heterogeneous, relying on local instabilities and evoking
parallels with apparently chaotic events such as weather.

It must be recognised that we are writing about a live and evolving subject. Very little is
finished and the book should therefore be seen as a snapshot of the subject at this
particular time as seen by two scientists who are undoubtedly biased in various ways.
We hope that when a second edition of this volume is produced in perhaps 10 years
time, or a new treatment is attempted, many aspects of the subject will have become
clearer.

Recovery and recrystallization depend on the nature of the deformed state and involve
the formation, removal and movement of grain boundaries. For these reasons we have
included treatments of the deformed state in chapter 2, and the nature of grain
boundaries in chapter 3. These are both large topics which merit complete books in
themselves, and we have not attempted a comprehensive coverage but have merely
aimed to provide what we regard as essential background information in order to make
the volume reasonably self-contained. Chapter 4 is concerned with the migration and
mobility of grain boundaries, and this contains some background information.

The main topics of the book — recovery, recrystallization and grain growth are covered
in chapters 5 to 11 and include specific chapters on ordered materials, two-phase alloys
and annealing textures. In order to illustrate some of the applications of the principles
discussed in the book we have selected a very few technologically important case studies
in chapter 12. The final chapter outlines the ways in which computer simulation and
modelling are being applied to annealing phenomena, and in the appendix we provide
an introduction to the measurement and representation of textures for the benefit of
readers who are not specialists in this area.

John Humpbhreys Max Hatherly
Manchester Materials Science Centre School of Materials
University of Manchester Institute of University of New South Wales
Science and Technology Australia
U.K.

August 1994

The need to reprint the book has provided an opportunity for us to correct some of the
errors and to carry out minor modifications to the text.

May 1996



PREFACE TO THE SECOND EDITION

This second edition has a similar philosophy and format to the first, although
developments in the subject have necessitated some significant changes. Recrystalliza-
tion remains a very active research area, judging by the number of publications and
conferences on this and related areas, and the continuing developments in many areas
make it a difficult subject to capture. As in the preface to the first edition, we ask the
reader to remember that this book presents a personal view of the subject, at a particular
moment in time.

There have been two important changes in methods of investigating and analysing
recrystallization since the first edition. The first is in the experimental determination of
microstructure and texture, where the increase in the power and application of the
Electron Backscatter Diffraction (EBSD) technique has provided data of a type which
was previously unavailable, and many examples of its use are included in the book. The
other change is in the increased amount of modelling and simulation of annealing
processes which is now carried out.

In terms of the subject areas covered in the first edition of the book, there has been
significant new activity in two areas of fundamental importance to the understanding of
recrystallization; the characterisation of the deformed state, and the measurement of
grain boundary properties. Some new areas have also opened up. In the first edition we
briefly mentioned new research which indicated that deformation to very large strains
might lead to microstructural stability on subsequent annealing. This has now become a
major research area which is not only of scientific interest, but is also a potential
method of producing strong alloys, and this is given detailed coverage in this edition.
Developments in this and other areas have highlighted the difficulties of applying the
traditional terminologies to new phenomena, and it is now considered necessary to
subdivide recovery, recrystallization and grain growth into ‘discontinuous’ and
‘continuous’ variants.

Changes in the layout of the book include a separation of deformation microstructure
(chapter 2) and deformation texture (chapter 3), introduction of a simple analytical
model which embraces recovery, recrystallization and grain growth (chapter 10), a
consideration of continuous recrystallization during and after large strain deformation
(chapter 14), and a summary of the methods of measuring recrystallization (appendix 2).

Finally, access to video clips of some in-situ annealing experiments and simulations
which may be of interest, is provided at the web site:- http://www.recrystallization.info

April 2003 John Humphreys
Max Hatherly
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Chapter 1

INTRODUCTION

1.1 THE ANNEALING OF A DEFORMED MATERIAL

1.1.1 Outline and terminology

The free energy of a crystalline material is raised during deformation by the presence of
dislocations and interfaces, and a material containing these defects is thermodynam-
ically unstable. Although thermodynamics would suggest that the defects should
spontaneously disappear, in practice the necessary atomistic mechanisms are often very
slow at low homologous temperatures, with the result that unstable defect structures are
retained after deformation (fig. 1.1a).

If the material is subsequently heated to a high temperature (annealed), thermally
activated processes such as solid state diffusion provide mechanisms whereby the defects
may be removed or alternatively arranged in configurations of lower energy.

The defects may be introduced in a variety of ways. However, in this book we will
mainly be concerned with those defects, and in particular dislocations, which are
introduced during plastic deformation. The point defects introduced during deforma-
tion anneal out at low temperatures and generally have little effect on the mechanical
properties of the material. In considering only materials which have undergone
substantial plastic deformation, we necessarily limit the range of materials with
which we will be concerned. Metals are the only major class of crystalline material to
undergo substantial plastic deformation at low homologous temperatures, and much
of this book will be concerned with the annealing of deformed metals. However,
at high temperatures, many minerals and ceramics readily deform plastically, and the
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2 Recrystallization

(a) (b)
(© (d
(e) )

Fig. 1.1. Schematic diagram of the main annealing processes; (a) Deformed state,
(b) Recovered, (c) Partially recrystallized, (d) Fully recrystallized, (e) Grain growth
and (f) Abnormal grain growth.

annealing of these is of great interest. In addition, some annealing processes such
as grain growth are relevant to cast or vapour deposited materials as well as to
deformed materials.

On annealing a cold worked metal at an elevated temperature, the microstructure and
also the properties may be partially restored to their original values by recovery in which
annihilation and rearrangement of the dislocations occurs. The microstructural changes
during recovery are relatively homogeneous and do not usually affect the boundaries
between the deformed grains; these changes in microstructure are shown schematically
in figure 1.1b. Similar recovery processes may also occur during deformation,
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particularly at high temperatures, and this dynamic recovery plays an important role in
the creep and hot working of materials.

Recovery generally involves only a partial restoration of properties because the
dislocation structure is not completely removed, but reaches a metastable state
(fig. 1.1b). A further restoration process called recrystallization may occur in which
new dislocation-free grains are formed within the deformed or recovered structure
(fig. 1.1c). These then grow and consume the old grains, resulting in a new grain
structure with a low dislocation density, (fig. 1.1d). Recrystallization may take place
during deformation at elevated temperatures and this is then termed dynamic
recrystallization.

Although recrystallization removes the dislocations, the material still contains grain
boundaries, which are thermodynamically unstable. Further annealing may result in
grain growth, in which the smaller grains are eliminated, the larger grains grow, and
the grain boundaries assume a lower energy configuration (fig. 1.1e). In certain
circumstances this normal grain growth may give way to the selective growth of a few
large grains (fig. 1.1f), a process known as abnormal grain growth or secondary
recrystallization.

Recent research has shown that borderlines between the various annealing phenomena
are often unclear, and it is known that recovery, recrystallization and grain growth
may occur in two ways. They occur heterogeneously throughout the material, such
that they may be formally described in terms of nucleation and growth stages, and in
this case they are described as discontinuous processes. Alternatively, they may occur
uniformly, such that the microstructures evolve gradually with no identifiable
nucleation and growth stages. In this case, the prefix continuous is used to categorise
the phenomena. It should be emphasised that this is a phenomenological categorisa-
tion which does not imply the operation of any particular micromechanism. The
‘continuous’ phenomena include recovery by subgrain growth, continuous recrys-
tallization and normal grain growth and the ‘discontinuous’ phenomena include
discontinuous subgrain growth, primary recrystallization and abnormal grain growth.
Therefore, as shown in table 1.1 there are at least six static annealing phenomena
which need to be considered.

Although these processes are analysed separately in later chapters, there are
circumstances when they can be considered within a unified framework, as discussed
in chapter 10. This has the merit of not only emphasising the common features of the

Table 1.1
Examples of static annealing phenomena.
Recovery Recrystallization Grain growth
Continuous Subgrain Continuous Normal grain
growth recrystallization growth
Discontinuous |Discontinuous Primary Abnormal grain
subgrain growth recrystallization growth
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various processes, but, in breaking down the conventional distinctions between the

various annealing phenomena, allows also for the emergence of new phenomena which
may not conveniently fit into the traditional categories.

1.1.2 The importance of annealing

Many metallic materials are produced initially as large castings which are then further
processed in the solid state by forging, rolling, extrusion etc., to an intermediate or final
product. These procedures, which may be carried out hot or cold, and which may
involve intermediate anneals, are collectively termed thermomechanical processing.
Recovery, recrystallization and grain growth are core elements of this processing.

To a large extent the mechanical properties and behaviour of a metal depend on the
dislocation content and structure, the size of the grains and the orientation or texture of
the grains. Of these, the dislocation content and structure are the most important. The
mechanical properties depend primarily on the number of dislocations introduced
during cold working and their distribution. As this increases from ~10"' m~2 typical of
the annealed state, to ~10'® m™~2, typical of heavily deformed metals, the yield strength
is increased by up to 5-6 times and the ductility decreased. If the strain hardened
material is subsequently heated to ~T,,/3 dislocation loss and rearrangement occur and
this is manifested by a decrease in strength and increased ductility. There is an enormous
literature on the magnitude of these changes and any adequate treatment is beyond the
scope of this book. For details of these the reader is referred to the appropriate volumes
of Metals Handbook.

The grain size and texture after annealing are determined mainly by the recrystallization
process, and there are numerous examples of the need to control grain size. For
example, a small grain size increases the strength of a steel and may also make it
tougher. However, a large grain size may be required in order to reduce creep rates in a
nickel-based superalloy for use at high temperatures. Superplastic forming, in which
alloys are deformed to large strains at low stresses, is becoming an important
technological process for the shaping of advanced materials. Great ingenuity must be
exercised in producing the required fine grain size and preventing its growth during high
temperature deformation. The control of texture is vital for the successful cold forming
of metals, a particularly important example being the deep drawing of aluminium or
steel to produce beverage cans.

1.2 HISTORICAL PERSPECTIVE

1.2.1 The early development of the subject

Although the art of metalworking including the procedures of deformation and heating
has been practised for thousands of years, it is only comparatively recently that some
understanding has been gained of the structural changes which accompany these
processes. The early history of the annealing of deformed metals has been chronicled
very elegantly by Beck (1963), and it is clear that the pace of scientific understanding
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was largely dictated by the development of techniques for materials characterisation. It
should be noted that this constraint still applies.

1.2.1.1 Crystallinity and crystallization

In 1829, the French physicist Felix Savart found that specimens from cast ingots of
various metals exhibited acoustic anisotropy, and concluded that cast ingots consisted
of crystals of different orientations. He also found that although the anisotropy was
changed by plastic deformation and subsequent annealing, heating alone produced no
change. This is the first recorded evidence for a structural change occurring during the
annealing of a cold worked metal.

In the mid 19th century, the concept of the crystallization of metals was extensively
discussed, and it was widely thought that plastic deformation rendered metals
amorphous. This belief arose from the inability to observe grain structures in the
deformed metals using visual inspection. On reheating the deformed metal however, the
grain structure could sometimes be seen (Percy 1864, Kalischer 1881), and this was then
interpreted as crystallization of the metal from its amorphous state.

The introduction of metallographic techniques by Sorby, culminating in his paper of
1887 took the subject a step forward. He was able to study the elongated grains in
deformed iron and note that on heating, a new equiaxed grain structure was produced, a
process which he termed recrystallization. Furthermore, Sorby recognised that the
distorted grains must be unstable, and that recrystallization allowed a return to a stable
condition. Despite Sorby’s work, the idea that cold worked metals were amorphous
persisted for some years and was not finally abandoned until the Bakerian lecture by
Ewing and Rosenhain in 1900 in which it was clearly shown that plastic deformation
took place by slip or twinning, and that in both of these processes the crystal structure
was preserved.

1.2.1.2 Recrystallization and grain growth

Although recrystallization had been identified by the beginning of the 20th century,
recrystallization and grain growth had not clearly been distinguished as separate
processes. The outstanding work by Carpenter and Elam (1920) and Altherthum (1922)
established that stored energy provided the driving force for recrystallization, and grain
boundary energy that for grain growth. This is shown by the terminology for these
processes used by Altherthum — Bearbeitungsrekristallisation (cold-work recrystalliza-
tion) and Oberflichenrekristallisation (surface tension recrystallization).

In 1898 Stead had proposed that grain growth occurred by grain rotation and coalescence,
and although Ewing and Rosenhain presented convincing evidence that the mechanism
was one of boundary migration, Stead’s idea was periodically revived until the work of
Carpenter and Elam finally settled the matter in favour of boundary migration.

1.2.1.3 Parameters affecting recrystallization
By around 1920, many of the parameters which affected the recrystallization process
and the resultant microstructure had been identified.
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Kinetics — The relationship of the recrystallization temperature to the melting
temperature had been noted by Ewing and Rosenhain (1900), and Humfrey (1902)
showed that the rate of recrystallization increased with an increase in annealing
temperature.

Strain — Sauveur (1912) found that there was a critical strain for recrystallization, and
a relationship between grain size and prior strain was reported by Charpy (1910).
Carpenter and Elam (1920) later quantified both of these effects.

Grain growth — In a very early paper on the control of microstructure during annealing,
Jeffries (1916) showed that abnormal grain growth in thoriated tungsten was promoted
in specimens in which normal grain growth had been inhibited.

Further developments in the understanding of recrystallization were not possible
without a more detailed knowledge of the deformed state. This was provided by the
development of the dislocation theory in 1934, and a notable early review of the subject
following the advent of the dislocation theory is that of Burgers (1941).

From about this period it becomes difficult to distinguish the papers of
historical interest from the early key papers which are still relevant to current
thinking, and the latter are cited as appropriate within the various chapters of this
book. However, it may be helpful to the reader to have a source list of books,
reviews and conferences on the subject from the past 50 years, and this is given
below.

1.2.2 Some key literature (1952-2003)

Monographs on Recrystallization
Byrne, J.G. (1965), Recovery, Recrystallization and Grain Growth. McMillan,
New York.

Cotterill, P. and Mould, P.R. (1976), Recrystallization and Grain Growth in Metals.
Surrey Univ. Press, London.

Novikov, V. (1997), Grain Growth and Control of Microstructure and Texture in
Polycrystalline Materials. CRC Press, Boca Raton.

Multi-author, edited compilations on Recrystallization
Himmel, L. (ed.), (1963), Recovery and Recrystallization of Metals. Interscience,
New York.

Margolin, H. (ed.), (1966), Recrystallization, Grain growth and Textures. ASM, Ohio,
USA.

Haessner, F. (ed.), (1978), Recrystallization of Metallic Materials. Dr. Riederer-Verlag,
G.m.b.H Stuttgart.
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Review articles and books containing chapters on Recrystallization
Burke, J.E. and Turnbull, D. (1952), Recrystallization and Grain Growth. Progress in
Metal Phys., 3, 220.

Beck, P.A. (1954), Annealing of Cold-worked Metals. Adv. Phys., 3, 245.

Leslie, W.C., Michalak, J.T. and Aul, F.W. (1963), The annealing of cold-worked iron.
In: Iron and its Dilute Solid Solutions. (eds.) Spencer and Werner. Interscience. New
York. 119.

Christian, J.W. (2002), The Theory of Transformations in Metals and Alloys. 2nd edition,
Pergamon, Oxford.

Jonas, J.J., Sellars, C.M. and Tegart, W.J. McG. (1969), Strength and Structure Under
Hot Working conditions. Met. Revs., 130, 1.

Martin, J.W. and Doherty, R.D. (1976), The Stability of Microstructure in Metals.
Cambridge University Press.

Cahn, R.W. (1996), in Physical Metallurgy. (eds.) Cahn and Haasen. 4th edition. North-
Holland, Amsterdam.

Hutchinson, W.B. (1984), Development and Control of Annealing Textures in Low-
Carbon Steels. Int. Met. Rev., 29, 25.

Honeycombe, R.W.K. (1985), The Plastic Deformation of Metals. Edward Arnold.

Humphreys, F.J. (1991), Recrystallization and Recovery. In: Processing of Metals and
Alloys. (ed.) R.W. Cahn. VCH. Germany. 371.

Doherty, R.D., Hughes, D.A., Humphreys, F.J., Jonas, J.J., Juul Jensen, D., Kassner,
M.E., King, W.E., McNelly, T.R., McQueen, H.J. and Rollett, A.D. (1997), Current

issues in recrystallization: a review. Mats. Sci. & Eng., A238, 219.

Proceedings of International Conferences

International Recrystallization Conference Series (1990-1999)
Chandra, T. (ed.), (1991), Recrystallization’90. TMS, Warrendale, USA.

Fuentes, M. and Gil Sevillano, J. (eds.), (1992), Recrystallization’92. Trans. Tech. Pubs.
Switzerland.

McNelley, T.R. (ed.), (1997), Recrystallization and Related Annealing Phenomena
— Rex’96.

Sakai, T. and Suzuki, H.G. (1999), Recrystallization and Related Phenomena — Rex’99.
Japan Inst. Metal.

International Grain Growth Conferences (1991-1998)
Abbruzzese, G. and Brozzo, P. (eds.), (1991). Grain Growth in Polycrystalline Materials.
Trans. Tech. Publications, Switzerland.
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Grain Growth in Polycrystals II, Kitabyushu Japan, (1995).

Weiland, H., Adams, B.L. and Rollett, A.D. (eds.), (1998), Grain Growth in Polycrystals
III. TMS.

International Conferences on Recrystallization and Grain Growth
A combination of the former Recrystallization and Grain Growth series of International
conferences, which will be held every three years.

Gottstein, G. and Molodov, D.A. (eds.), (2001). First International Conference on
Recrystallization and Grain Growth - Rex&GG. Springer-Verlag, Berlin.

Second International Conference on Recrystallization and Grain Growth - Rex&GGII.
(2004), Annecy, France.

International Texture Conference (ICOTOM) Series
Conferences are held every 3 years.

The 13th Conference was held in Seoul, Korea in 2002.

The 14th Conference will be held in Levven, Belgium in 2005.

International Risg Symposia
Held annually in Rise, Denmark, the proceedings in 1980, 1983, 1986, 1991, 1995 and
2000 are of particular relevance.

International Thermomechanical Processing Conferences (Thermec)
General coverage of all aspects of thermomechanical processing. Proceedings published
by TMS.

Thermec’97, Wollongong, Australia.
Thermec’2000, Las Vegas, USA.

Thermec’2003, Madrid, Spain.

Other International Conferences
Recrystallization in the Control of Microstructure. Institute of Metals, London. Keynote
papers published in Metal Science J., 8. (1974).

Recrystallization in the Development of Microstructure. Leeds. Institute of Metals,
London. Published in Metal Science, 13. (1979).

Microstructure and Mechanical Processing. Cambridge. Institute of Materials, London.
Keynote papers published in Materials Science and Tech., 6. (1990).

Fundamental of Recrystallization. Zeltingen, Germany. A number of short papers from
this meeting are published in Scripta Metall. Mater., 27, (1992).

Thermomechanical Processing - TMP?, Stockholm, ASM, (1996).
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Deformation Processing of Metals, London. Published in Phil. Trans. Royal Soc.,
1441-1729, (1999).

Thermomechanical Processing: Mechanics, Microstructure and Control, University of
Sheffield, Palmiere, Mahfouf and Pinna (eds.) BBR Solutions, (2003).

1.3 FORCES, PRESSURES AND UNITS

The annealing processes discussed in this book mainly involve the migration of internal
boundaries within the material. These boundaries move in response to thermodynamic
driving forces, and specific quantitative relationships will be discussed in the appro-
priate chapter. It is however useful at this stage to set out some of the terminology used
and also to compare the energy changes which occur during the various annealing
processes with those which drive phase transformations.

1.3.1 Pressure on a boundary

The processes of recovery, recrystallization and grain growth are all driven by the defect
content of the material. Consider a small part of the microstructure of a single-phase
crystalline material as shown in figure 1.2, which consists of two regions A and B
separated by a boundary at position x. Let us assume that the two regions contain
different defect concentrations and that the free energies of these regions per unit
volume are G* and G® respectively.

The boundary will move if the Gibbs free energy of the system is thereby lowered, and if
an area a of the boundary moves a distance dx, then the change in free energy of the
system is

dG = dx(G* — GP)a (1.1)

The force, F, on the boundary is given by dG/dx, and the pressure, P, on the boundary,
is given by F/a, and thus

p—_9C_Ga_gr_aG (1.2)
a dx

v E—
X

Fig. 1.2.  The pressure on a boundary.



10 Recrystallization

If AG in equation 1.2 is given in units of Jm ™, then the pressure on the boundary (P) is
in Nm™2. There is some confusion in the literature regarding terminology, and the terms
force on a boundary and pressure on a boundary are both used for the parameter which
we have defined above by P. As P has units of Nm~2 which are those of pressure, there
is some logic in using the term pressure, and we will adopt this terminology.

1.3.2 Units and the magnitude of the driving pressure

Although we will be discussing the forces and pressures acting on boundaries in some
detail in later chapters, it is useful at this stage to examine, with examples, some of
the forces involved in annealing. This will serve to demonstrate the units used in the
book and also to give some idea of the relative magnitudes of the forces involved in
annealing. A good discussion of forces arising from a variety of sources is given by
Stiiwe (1978).

Recrystallization — driving pressure due to stored dislocations

The driving force for recrystallization arises from the elimination of the dislocations
introduced during deformation. The stored energy due to a dislocation density p is
~0.5 pGb?, where G is the shear modulus and b the Burgers vector of the dislocations.
A dislocation density of 10'°-10'® m~2, which is typical of the cold worked state in
copper (G=4.2x10' Nm~2, b=0.26 nm) therefore represents a stored energy of
~2x 10°-2 x 107 Jm™ (~10-100 J/mol) and gives rise to a driving pressure for
recrystallization of ~ 2-20 MPa.

Recovery and grain growth — driving pressure due to boundary energy

Recovery by subgrain coarsening and grain growth following recrystallization are both
driven by the elimination of boundary area. If the boundary energy is y per unit area and
the boundaries form a three-dimensional network of spacing D, then the driving
pressure for growth is given approximately as 3y/D. If the energy of a low angle grain
boundary (ys) is 0.2 Jm~2, and that for a high angle boundary (yy) is 0.5 Jm ™2, we find
that P~ 0.6 MPa for the growth of 1 pm subgrains during recovery, and that P ~ 1072
MPa for the growth of 100 pm grains.

Comparison with the driving forces for phase transformations

It is of interest to compare the energy changes which occur during annealing, as dis-
cussed above, with those which occur during phase transformations. For example
a typical value of the latent heat of fusion for a metal is ~10 kJ/mol and that for a
solid state transformation is ~1 kJ/mol. We therefore see that the energies involved
in annealing of a cold worked metal are very much smaller than those for phase
transformations.



Chapter 2

THE DEFORMED STATE

2.1 INTRODUCTION

The emphasis in this and the following chapter is quite different to that of the remaining
chapters of the book. The most significant of the many changes associated with
recrystallization and other annealing phenomena is the decrease in the density of
dislocations. In this chapter we are concerned with dislocation accumulation rather than
dislocation loss and with the increases in stored energy that are a result of deformation.
The dislocations provide the driving force for the annealing phenomena dealt with in the
remaining chapters.

A comparison of the present chapter with those dealing with annealing will reveal
discrepancies between our current knowledge of the deformed state and our
requirements for the understanding of annealing. For example, we currently have an
incomplete understanding of the rates of dislocation accumulation during deformation
and of the large-scale deformation heterogeneities which are important in nucleating
recrystallization, and this impedes the formulation of quantitative models of
recrystallization. On the other hand, we now have a great deal of information about
the formation of boundaries during deformation, but have not yet formulated annealing
theories which adequately take these into account. Such discrepancies provide useful
pointers to areas which require further research.

During deformation the microstructure of a metal changes in several ways. First, and
most obvious, the grains change their shape and there is a surprisingly large increase in
the total grain boundary area. The new grain boundary area has to be created during

11
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deformation and this is done by the incorporation of some of the dislocations that
are continuously created during the deformation process. A second obvious feature,
particularly at the electron microscope level, is the appearance of an internal structure
within the grains. This too, results from the accumulation of dislocations. Except for the
small contribution of any vacancies and interstitials that may have survived, the sum of
the energy of all of the dislocations and new interfaces represents the stored energy of
deformation. There is one other consequence of deformation that is relevant to the
study of annealing processes. During deformation the orientations of single crystals and
of the individual grains of a polycrystalline metal change relative to the direction(s) of
the applied stress(es). These changes are not random and involve rotations which are
directly related to the crystallography of the deformation. As a consequence the grains
acquire a preferred orientation, or texture, which becomes stronger as deformation
proceeds, and this is considered in chapter 3.

Every stage of the annealing process involves loss of some of the stored energy and a
corresponding change in microstructure. The release of stored energy provides the
driving force for recovery and recrystallization, but it is the nature of the microstructure
that controls the development and growth of the nuclei that will become recrystallized
grains and also their orientation. If these changes are to be understood it is essential that
we begin by examining the nature of the deformed state, the generation of
microstructure and particularly the development of inhomogeneities in that micro-
structure. Unfortunately our knowledge of these matters is still imperfect and Cottrell’s
assessment of the situation some 50 years ago is still valid.

Few problems of crystal plasticity have proved more challenging than work hardening. It is
a spectacular effect, for example enabling the yield strength of pure copper and aluminium
crystals to be raised a hundredfold. Also, it occupies a central place in the subject, being
related both to the nature of the slip process and to processes such as recrystallization and
creep. It was the first problem to be attempted by the dislocation theory of slip and may
well prove the last to be solved.

A.H. Cottrell (1953)

2.2 THE STORED ENERGY OF COLD WORK

2.2.1 Origin of the stored energy

Most of the work expended in deforming a metal is given out as heat and only a very
small amount (~1%) remains as energy stored in the material. This stored energy, which
provides the source for all the property changes that are typical of deformed metals,
is derived from the point defects and dislocations that are generated during deformation.
However, the mobility of vacancies and interstitials is so high that except in the special
case of deformation at very low temperatures, point defects do not contribute
significantly to the stored energy of deformation. In the common case of deformation at
ambient temperatures almost all of the stored energy is derived from the accumulation
of dislocations and the essential difference between the deformed and the annealed
states lies in the dislocation content and arrangement. Because of this, discussion of the
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significance of the deformation microstructure during recovery and recrystallization
must be based on the density, distribution and arrangement of dislocations.

The increase in dislocation density is due to the continued trapping of newly created
mobile dislocations by existing dislocations and their incorporation into the various
microstructural features that are characteristic of the deformed state. One of the
simplest of these is the grain shape. During deformation, the grains of a
polycrystalline metal change their shape in a manner that corresponds to the
macroscopic shape change. As a result there is an increase in grain boundary area.
Consider the case of a cube-shaped grain during rolling. After 50% reduction the
surface area of this grain is increased by ~16%; after 90% reduction the increase is
270% and after 99% reduction it is 3267%. The retention of contiguity requires
that this new grain boundary area be continuously created during deformation and
this is done by the incorporation of some of the dislocations generated during
deformation.

The energy associated with this increase in area represents a significant part of the
stored energy of cold working and obviously it will be greater for small grain sizes and
large strains. Gil Sevillano et al. (1980) have considered the case of a severely
compressed metal (¢ =5, i.e. reduction in thickness ~99.3%), with grain size 10 pm and
cubic grains. It was assumed that the grain boundary energy remained constant at
0.7 Jm~2 The energy stored in the grain boundaries under these conditions was
predicted to be ~10° Jm~3, i.e. ~71 J/mol for copper.

The rate of increase of grain boundary area per unit volume depends very much on the
mode of deformation. The grains of a rolled sheet become laths, those of a drawn wire
become needles and those of a compressed specimen are disc shaped. Figure 2.1 shows
the calculated increase as a function of strain for several deformation modes. This
increase in boundary area is an important factor in promoting continuous
recrystallization after large strain deformation as discussed in chapter 14.

A second significant feature of the deformation microstructure is the appearance of an
internal structure within the grains. This may take several forms but all of these involve
the creation of boundaries of some sort. Many of the newly created dislocations are
subsequently located in these internal boundaries. A further source of dislocations and,
therefore of stored energy is associated with the presence in the metal of second-phase
particles that may deform less readily or not at all. This incompatibility results in the
formation of additional dislocations as discussed in §2.9.2.

In a typical lightly-deformed metal the stored energy is about 10° Jm~™>. This is a
surprisingly low value. It represents only about 0.1% of the latent heat of fusion
(~13 kJ/mol for the solidification of copper) and is very much smaller than the energy
changes associated with phase transformations (0.92 kJ/mol for the o~y transforma-
tion in iron). As a consequence of this, any phase transformations that may occur at
the annealing temperature, e.g. precipitation of a second phase or an ordering reaction,
may have a profound effect on the recrystallization behaviour. Nevertheless this
small amount of stored energy is the source of all the strengthening that occurs
during deformation and its loss leads to all of the property changes that occur during
annealing.
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Fig. 2.1. Rate of growth of grain boundary area per unit volume (Sy) for different
modes of deformation assuming an initial cubic grain of size Dy, (after Gil Sevillano
et al. 1980).

The increase in dislocation density during deformation arises from both the trapping of
existing dislocations and the generation of new dislocations. During deformation, the
dislocations (of Burgers vector b) move an average distance L, and the dislocation
density (p) is related to the true strain (&) by

&= pbL 2.1)

The value to be attributed to L and its variation with strain are responsible for much of
the uncertainty in current theories of work hardening. In some cases it is possible to
define limiting values, e.g. grain size or interparticle spacing. Consideration of these
has given rise to what Ashby (1970) has called geometrically stored and statistically
necessary dislocations. Further consideration of the work hardening of metals is
however, outside the scope of this volume.

2.2.2 Measurements of overall stored energy

The determination of stored energy is not easy. It may be measured directly by
calorimetry or X-ray diffraction or determined indirectly from the change in some
physical or mechanical property of the material. A summary of these techniques is given
in appendix 2.
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2.2.2.1 Calorimetry

A good account of the results of the extensive early calorimetric measurements can be
found in Bever et al. (1973). However the magnitude of the energy change involved is so
low that even the best calorimetric methods require great attention to detail. The values
obtained depend on such factors as composition (particularly impurity levels), grain
size, and the extent and temperature of deformation. A brief summary follows:

e Stored energy increases with strain. Typical values for copper deformed in tension at
room temperature are shown in figure 9.6a.

e Variations in redundant work may produce large differences in the energy stored if
the method of deformation is changed. In the case of copper, values of 3.2-5.7 J/mol
for tensile deformation should be compared to 3.8-8.3 J/mol for comparable
compression and ~95 J/mol for wire drawing.

e At low and medium strain levels (¢ <0.5) more energy is stored in fine grained
material than in coarse grained. At high strain levels the energy stored is usually
found to be independent of grain size, although Ryde et al. (1990) have reported a
higher stored energy in copper with a coarse grain size.

The development of differential scanning calorimeters (e.g. Schmidt 1989, Haessner
1990) resulted in a renewed interest in the calorimetric measurement of stored energy,
and these authors examined the energy release from several metals after deformation by
torsion at —196°C. Their results are shown in figure 2.2. The low temperature peaks are
associated with the loss of point defects and can be ignored for our purpose but the high
temperature peaks are due to dislocation loss and recrystallization. Analysis of the

300
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Fig. 2.2. Calorimetric readings during heating of aluminium, lead, copper and silver
specimens deformed in torsion at —196°C to several different values of surface shear
strain (s), (unpublished results of J. Schmidt, quoted by Haessner 1990).
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Table 2.1
Recrystallization data for metals deformed at 77K, (Schmidt 1989).
Al Pb Cu Ag
99.999at% | 99.999at% | 99.997at% | 99.999at%
Reduced stacking fault energy 26 15 4.7 2.6
(7sre/Gb) (x1000)
Shear strain 6.75 5.97 6.75 5.2
Stored energy, J/mol 69.6 21.5 216 220
Expended energy, J/mol 3151 1400 5592 4914
E(stored)/E(expended) 0.022 0.015 0.039 0.045
Dislocation density*, m™> | 3.Ix 10" | 1.7x 10" | 10x 10" | 8.7x 10"

*Calculated from [Egoreq)/Gb7].

recrystallization peaks, produced the results shown in table 2.1; the magnitude of the
stored energy ranges from 21.5 to 220 J/mol.

The values of stored energy for lead and aluminium are very much lower than those for
copper and silver and are a direct consequence of the differences in stacking fault energy
(ysre)- The stacking fault energy, which is related to the atomic bonding in the material,
determines the extent to which unit dislocations dissociate into partial dislocations.
Such dissociation, which is promoted by a low value of ysgg, hinders the climb and
cross slip of dislocations, which are the basic mechanisms responsible for recovery.
Dislocation theory therefore predicts that high values of ysrg should promote dynamic
dislocation recovery and table 2.1 shows that ygpg for the two groups is consistent with
this expectation. Attention is also drawn to the small fraction of the energy expended
during deformation which is stored in the materials.

2.2.2.2 X-ray line broadening

A measure of the stored energy of a deformed metal can also be found from analysis of
X-ray line broadening. This technique measures only the inhomogeneous lattice strain
energy, and the difference between this and the calorimetric results provides a striking
indication of the significance of the dislocation content to stored energy. The X-ray
values are typically of the order of 8-80 J/mol for heavily cold worked metals in which
the calorimetric value is 250-800 J/mol. The use of high intensity synchrotron X-ray
sources gives more accurate results than conventional sources and more readily enables
the determination of local dislocation densities as a function of grain orientation as
discussed below.

2.2.3 Relationship between stored energy and microstructure

The annealing behaviour of a deformed metal is dependent not only on the overall
stored energy, but more importantly on its spatial distribution. On a local scale,
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inhomogeneity of stored energy will affect the nucleation of recrystallization, and larger-
scale heterogeneity will influence the growth of the new grains. In order to predict the
annealing behaviour, it is therefore important to determine the distribution of the
defects resulting from deformation.

In this section, for the purpose of relating the microstructure and stored energy,
we will assume a very simple model in which the microstructure of a polycrystal
consists, in addition to the high angle grain boundaries, of only the following two
components, although it will be shown in §2.4, that this is an oversimplification of the
situation.

e Cells or subgrains, which are typically equiaxed micron-sized volumes bounded
by dislocation walls. These walls are either tangled (cells) or are well-ordered low
angle boundaries (subgrains). Examples of cell structures are seen in figures 2.9a
and b.

e Dislocations, other than those which comprise the cell/subgrain boundaries.

Information about the nature and distribution of these components may be obtained
experimentally using a wide variety of experimental methods, including transmission
electron microscopy (TEM), X-ray diffraction, scanning electron microscopy (SEM)
and electron backscatter diffraction (EBSD), as outlined in appendix 2.

2.2.3.1 Stored energy and dislocation density

In materials in which the dislocation density is low, the dislocation content may be
measured directly by transmission electron microscopy. However, the density of
dislocations in even moderately deformed metals is such that they cannot be counted
accurately, and inhomogeneous distribution of the dislocations, for example into a cell
structure, makes measurement even more difficult. An estimate of the dislocation
density may also be obtained from the mechanical properties of the material. For
example, a relationship between flow stress (o) and dislocation density of the form

o =¢;Gbp'? (2.2)

where ¢, is a constant of the order of 0.5 and G is the shear modulus, has been shown to
hold for a wide variety of materials (e.g. McElroy and Szkopiak 1972).

If the energy of the dislocation core is neglected and if isotropic elasticity is assumed, the
energy (Eg;s) per unit length of dislocation line is given approximately by

Gb’f(v), (R
EdlS_ Tln <R70> (2.3)

where:

R is the upper cut-off radius (usually taken to be the separation of dislocations,
—1/2

o),

Ry is the inner cut-off radius (usually taken as between b and 5b),

f(v) is a function of Poisson’s ratio (v), which, for an average population of edge

and screw dislocations is ~(1 —v/2)/(1 —v).
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For a dislocation density p the stored energy is then
Ep = pEis (2.4)

Although this relationship is appropriate if the dislocations are arranged in such a way
that the stress fields of other dislocations are screened, the energies of the dislocations
present in real materials are not wholly represented by such simple considerations.
Dislocations in even moderately worked metals are kinked and jogged and are found in
pile-ups and in intricate tangles. Dislocation theory shows that the energy of a
dislocation depends on its environment and is for example highest in a pile-up and lowest
when in a cell or subgrain wall.

In most cases where only very approximate values of dislocation energy are needed,
equation 2.3 can be simplified to

Egis = c;Gb? (2.5)
where ¢, is a constant of ~0.5.

The stored energy is then given as
Ep = ¢ pGb? (2.6)

The rate of storage of dislocations in the microstructure with increasing strain, is not
easy to predict theoretically, and the problems in formulating models of microstructural
evolution, have been reviewed by Nes (1998). If we neglect the dislocations which have
created new high angle boundary (§2.2.1), the total dislocation density (py) comprises
those dislocations which are stored in the form of cell/subgrain boundaries (py), and
those which are within the cells or subgrains (p;).

Measurements of the total dislocation density in aluminium (Zehetbauer 1993), copper
(Zehetbauer and Seumer 1993) and iron (Schafler et al. 1997), show that p, increases
rapidly up to a true strain of ~0.5, and thereafter increases linearly with strain, as shown
in figure 2.3a. However, at larger strains, an increasing proportion of dislocations is
stored in the form of cell/subgrain boundaries, and TEM measurements show that in
aluminium, p; increases little at strains larger than 0.3 as shown in figure 2.3b.

2.2.3.2 Stored energy and cell/subgrain structure

If the deformation microstructure consists of well-defined, equiaxed subgrains (§2.4.1),
the stored energy may be estimated from the subgrain diameter (D) and the specific
energy (ys) of the low angle grain boundaries which comprise the subgrain walls. The
area of low angle boundary per unit volume is ~3/D and hence the energy per unit
volume (Ep) is given approximately by

N3Vs ays

~
o

E
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2.7)

where « is a constant of ~1.5.
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Fig. 2.3 Dislocation densities in deformed metals. (a) The total dislocation density
(pror) In deformed copper, (Zehetbauer and Seumer 1993). (b) The density of free
dislocations (p;) in aluminium, (Nes and Marthinsen, 2002).

As discussed in §4.3, the boundary energy (y;) is directly related to the misorientation
() across the boundary (equations 4.5 or 4.6) and therefore equation 2.7 may be
expressed in terms of the parameters D and 6, both of which may be measured
experimentally, as:

3p0 6\ K6
Ep =50 (1 lna> N (2.8)

where 0, is defined with equation 4.6 and K is a constant.

Although the use of equation 2.8 may be justified for boundaries in which
the dislocation content and spacing are close to their equilibrium values, its
application to less organised dislocation boundaries, such as those of cells, is unlikely
to be accurate.

The cell/subgrain size — For metals deformed at room temperature, the cell/subgrain size
decreases with increasing strain. Gil Sevillano et al. (1980) found that a wide range of
metals exhibited a similar behaviour, which was independent of the mode of
deformation, as shown in figure 2.4, and this trend has been confirmed by most later
work. Nes (1998) has pointed out that above a strain of ~1, the cell sizes shown in figure
2.4 are inversely proportional to the strain.

The cell/subgrain misorientation — The variation of the orientation change across cell or
subgrain boundaries with strain has not been as extensively investigated as that of the
scale of the substructure. Much of the work has been carried out by diffraction in the
TEM. In many cases a comparatively small number of misorientation measurements
have been made, and it is unfortunate that few papers give any indication of the statistical



20 Recrystallization

10r

&,
@ @
S adoa
a8 10} Nﬁ,
; %t on
L 2% OA" A A
05t , XX ma g
XA
02}
1 2 3 4 5 6
True strain

Fig. 2.4. Average cell size as a function of strain for Al, Cu, Fe, Ni, Cr, Nb,
(from data assembled by Gil Sevillano et al. (1980) from different authors).
The cell size is expressed as a fraction of Dy s, the cell size at a strain of 1.5.
Values of D; 5 are Al~0.5 um, Cu~0.3 um, Ni~0.3 pm, Fe ~0.3 pm, Cr~0.4 um,
Nb~0.2 um.

significance of the data. EBSD measurements (appendix 2.6.1) provide data of
much better statistical significance, but it is only recently that high resolution EBSD,
with the capability of adequately resolving the deformed microstructures, has become
available.

In their review, Gil Sevillano et al. (1980) found that the mean cell/subgrain
misorientations increased with strain. However, results for aluminium alloys,
summarised by Nes (1998) indicated that the misorientation saturated at ~2-3° at
strains of ~1. This is contradicted by the TEM results on aluminium (Liu and Hansen
1995) and nickel (Hughes and Hansen 2000) shown in figure 2.5a and by the EBSD
measurements of Hurley and Humphreys (2003) (fig. 2.5b), all of which show
misorientations increasing with strain, and do not include misorientations associated
with large scale deformation bands. The misorientations associated with more specific
types of cell/subgrain boundary will be discussed in §2.4.2.

Orientation gradients — The mean subgrain misorientation is only one of the parameters
describing the variation of orientation within a grain. Of particular importance for the
nucleation of recrystallization (§7.6) are the long range orientation gradients in the
material. In many cases it is found that although the nearest-neighbour misorientations
are low, there may be significant orientation gradients within a grain, and the
orientation gradient, Q2=d6/dx, can be defined as the rate of accumulation of
misorientation across some region of the microstructure (Jrsund et al. 1989). However,
because of the complexity of deformed microstructures, such a concept is generally only
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Fig. 2.5. The effect of strain on boundary misorientations in aluminium.

(a) The misorientation of incidental dislocation boundaries (IDBs) and geometrically
necessary boundaries (GNBs) in aluminium and nickel, (Hughes 2001). (b) The effect of
grain orientation on cell misorientations in Al-0.1% Mg, (Hurley and Humphreys 2003).
(c) The effect of strain on the mean misorientations of cell, cell-band and microshear-

band boundaries in Al-0.1%Mg, (data from Hurley and Humphreys (2003).
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useful when applied to specific microstructural features such as the regions adjacent to
second-phase particles (§2.9.3) or transition bands (§2.7.3).

2.2.3.3 Orientation dependence of stored energy

It has been found experimentally that both the cell/subgrain size and the misorientation
may be dependent on the grain orientation, and therefore, from equation 2.7, we expect
the stored energy to vary in the different texture components of the material. As will be
discussed later, this may have important implications for the recrystallization
behaviour. The pioneering work in this area was a study of 70% cold rolled iron by
Dillamore et al. (1972). At this level of rolling the microstructure consists mainly of a
cell-type structure and it was found that the cell size and the misorientation between
neighbouring cells were orientation dependent (fig. 2.6). For the {hkl}<110>
components of the rolling texture, small cells and large misorientations were associated
with rolling plane orientations near {110}, while larger cells and small misorientations
occurred for {001} orientations. From equation 2.8 it is seen that if the dislocations are
concentrated mainly in cell or subgrain walls then the stored energy should be greatest
for small cells and large misorientations, and Dillamore et al. concluded that

Ei10 > Ein1 > E112 > Ejo

This result has proved to be very useful in providing understanding of the
recrystallization textures found in low carbon steels. Every and Hatherly (1974),
using the X-ray line broadening method found, in a 70% rolled, killed steel, a similar
orientation dependence of the stored energy to that calculated by Dillamore et al.
(1972), and their data are included in figure 2.7 which shows results from several
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Fig. 2.6. Variation of cell size and cell boundary misorientation in rolled iron as a
function of local orientation, (after Dillamore et al. 1972).
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Fig. 2.7. Stored energies of deformation for different orientations in the a-fibre of
cold-rolled iron and steel. TEM results from Dillamore et al. (1967) and X-ray Fourier
analysis from Every and Hatherly (1974). Also shown is the variation of the Taylor
factor (M), (Hutchinson 1999).

investigations of the effects of local orientation on stored energy in rolled iron and
low carbon steel. These workers also examined the microstructures of their specimens
and found that the predominant, high energy components ({110} <uvw> and
{111} <uvw >) consisted of cells elongated in both the transverse and rolling directions.
These cells were 0.15-0.20 um thick, 2-3 times longer, and had orientations within 10°
of a <110> zone between {110} and {l111}. The other, low energy components
({211} <uvw> and {100} <uvw >) were associated with larger equiaxed cell structures
of diameter 0.30-0.45 pm, and orientations lying in zones within 30° of {100}. Similar
results were obtained by Willis and Hatherly (1978) from an interstitial-free (IF) steel,
and recent neutron diffraction (Rajmohan et al. 1997) and synchrotron diffraction
measurements (Borbely and Driver 2001) of stored energy are also in agreement with the
earlier results. The effect of grain orientation on stored energy in iron and steel is well
summarised in figure 2.7 (Hutchinson 1999), where it is seen to correlate with the Taylor
factor (§3.7.1.2). If it is assumed that the total amount of slip activity in a grain is
dependent on the Taylor factor, then such a correlation is to be expected.

There is less information on the effect of grain orientation on cells or subgrains in
aluminium deformed at ambient temperatures. However, Hurley and Humphreys (2003)
have recently found that although the subgrain size shows little orientation dependence,
the mean subgrain misorientations show an orientation dependence as seen in figure
2.5b. Such a dependence is consistent with the trends found during high temperature
deformation and shown in table 13.1.
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2.2.3.4 Modelling the stored energy

Models for the increase in stored energy with strain have been reviewed by Nes (1998).
The model of Nes and colleagues (Nes 1998, Nes and Marthinsen 2002) simplifies
microstructure to three parameters, the cell size, the dislocation density within the cells,
and the thickness of the cell walls, a parameter which decreases with increasing strain, as
cells tend to become subgrains. Although such models have been developed primarily to
account for the work hardening of metals, they are potentially useful for modelling the
driving pressure for recrystallization.

2.3 CRYSTAL PLASTICITY

2.3.1 Slip and twinning

In cubic metals the two basic methods of deformation are slip and twinning and the most
significant material parameter with respect to the choice of method is the value of the
stacking fault energy (ysrg). In metals with a low value of ysgg, the difficulty of cross-
slip reduces the ability of the material to change its shape during plastic deformation by
slip alone, and therefore deformation twinning may occur.

The planes and directions of both processes are a function of the crystal structure and
tables 2.2 and 2.3 show these data for cubic metals. As shown by table 2.2 the
crystallography of slip in fcc metals is simple. In most cases slip takes place on the most
densely packed planes and in the most densely packed directions. Together these factors
define the slip system, {111} <110>. It has been known for many years however, that

Table 2.2
Crystallography of slip in cubic metals.
Structure Slip system
Plane Direction
fec {111} <110>
bee {110} <I11>
{112} <I11>
{123} <I11>
Table 2.3
Crystallography of twinning in cubic metals.
Structure Twinning shear Twinning plane | Twinning direction
fec 0.707 {111} <112>

bee 0.707 (112} <111>
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other systems sometimes operate at high temperatures and particularly in metals
with high values of yspg, the systems observed involving slip on {100}, {110}, {112}
and {122} planes (Hazif et al. 1973). More recently, the operation of such non-octahedral
slip in aluminium at high deformation temperatures, which is inferred from surface
slip markings (Maurice and Driver 1993), has been shown to influence the development
of microstructures and textures (§13.2.4). Unusual, low-temperature slip has also
been reported on {111}, {110} and {122} planes and Yeung (1990) has observed slip
on a number of non-octahedral planes in the low stacking fault energy alloy 70:30
brass at high values of strain. For summaries of recent work in this area the reader
is referred to the papers of Bacroix and Jonas (1988), Yeung (1990) and Maurice and
Driver (1993).

In bee metals slip occurs in the close packed <111 > directions but the slip plane may be
any of the planes {110}, {112} or {123}; each of these planes contains the close packed slip
direction, <111>. The choice of slip plane is influenced by the temperature of
deformation. At temperatures below T,,/4 {112} slip occurs; between T,,/4 and T,,/2
{110} slip is favoured and at temperatures above T,,/2 {123} is preferred. At room
temperature iron slips on all three planes in a common < 111> direction and the term
pencil glide is used to describe the nature of the slip process in this case. One consequence
of such slip is the wavy nature of the slip lines seen on pre-polished surfaces of deformed
specimens.

In general, bee metals deform by slip, as do fcc metals with medium to high values of
ysre such as copper (~80 mJm ™) and aluminium (~170 mJm~?). In metals with low
values of yspg such as silver or in alloys like 70:30 brass and austenitic stainless
steels with yspg ~20 mJm ™2, the dislocations dissociate to form stacking faults,
and twinning is the preferred mode of deformation. The tendency to deform by
twinning is increased if the deformation temperature is lowered or the strain rate
increased.

In polycrystalline hexagonal metals deformation begins by slip but, because of the lack

of sufficient slip systems to accommodate the imposed strain, slip is soon accompanied
by twinning as an important deformation mode.

2.3.2 Deformation of polycrystals

The actual planes and directions associated with slip and twinning correspond to the
system with the greatest resolved shear stress and are differently oriented from grain to
grain in polycrystalline metals. In general, slip or twinning processes initiated in one
grain are confined to that grain and can readily be distinguished from those occurring in
neighbouring grains. It should not be thought however, that deformation is
homogeneous in any grain of the aggregate. When a single crystal specimen is
deformed it is usually free to change its shape subject only to the need to comply with
any external constraints (e.g. grip alignment in a simple tension test). This freedom does
not exist for the individual grains of an aggregate which are subjected to the constraints
exercised by every one of several neighbours each of which is deforming in a unique
manner. It will be obvious that contiguity must be maintained if deformation is to
continue and it is a direct consequence of this need that the deformation processes will
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Table 2.4
Stacking fault energy of metals, (Murr 1975).
Metal ysrp (mIm ™) Metal yspe (mIm~?)

Aluminium 166 Zinc 140
Copper 78 Magnesium 125
Silver 22 91Cu:9Si 5
Gold 45 Zirconium 240
Nickel 128 304 Stainless steel 21
Cobalt (fcc) 15 70Cu:30Zn 20

be different in various parts of any particular grain, leading to the development of
microstructural inhomogeneity.

The imposed deformation strain and the constraints between neighbouring grains affect
the choice and number of the operating slip systems, and with respect to the subject of
this book, there are two important consequences of this slip activity:

e The slip processes and their variation both within and between grains, largely
determine the deformation microstructures, discussed in this chapter.

e The changes in orientation which are a consequence of the crystal plasticity,
determine the deformation textures, discussed in chapter 3.

Theories and models of crystal plasticity — have been developed for many years. Although
these can now provide good predictions of the development of deformation textures
(§3.7), they have not been very successful in modelling the development of the complex
microstructures discussed later in this chapter. This is largely due to the scale of the
problem. The microstructures are generally too large and complex to be accounted for
by dislocation theory, but are on too small a scale to be successfully modelled by finite
element (FE) methods. Although crystal plasticity has been successfully incorporated
into FE models (Sarma and Dawson 1996, Bate 1999, Dawson et al. 2002), and can
predict some aspects of large-scale deformation heterogeneity, significant improvements
need to be made before these models can account for the formation of deformation
heterogeneities in sufficient detail to assist in the understanding of the nucleation of
recrystallization.

It is because of their primary relevance to the formation of deformation textures that we
have opted to discuss the various theories of crystal plasticity in chapter 3.

2.4 CUBIC METALS WHICH DEFORM BY SLIP

Metals of high or moderate stacking fault energy such as aluminium alloys, a-iron,
nickel and copper deform by slip. In most cases the deformation is heterogeneous, and
because crystals generally change orientation during deformation, as discussed
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in chapter 3, regions of different orientation develop within the original grains. This
grain subdivision or fragmentation, has been recognised for many years, but it is only
recently that many aspects of the resulting microstructures have become reasonably
clear. It is now known that there is a wide range of length scales, from nanometres to
millimetres, at which the microstructure is subdivided during deformation, and we will
first consider the various microstructural features which constitute this scale-based
hierarchy, before discussing the ways in which the microstructures evolve with strain. It
should be recognised that despite a very large body of literature on this subject in the
past 20 years, many aspects remain unclear.

Much recent work has shown that many deformed metals develop rather similar types
of microstructures, and that these change in a similar way with increasing strain. If the
relationships between some of these microstructural features were to obey simple laws,
it would be easier to model microstructural development, and because of this, there
has been significant interest in examining similitude and scaling of deformation
microstructure.

An inverse relationship between cell size (D) and strain (g), which can be scaled to fit most
metals has already been noted in §2.2.3.2. An inverse relationship between the cell size (D)
and the square root of dislocation density inside the cells (p;) is often found during high
temperature deformation (equation 13.9), and a similar relationship has also been found
after low temperature deformation of copper and iron (Staker and Holt 1972). However,
it has been shown that in aluminium, this relationship breaks down for ¢ > 0.3, when p;
tends to saturate (Nes and Saeter 1995, Nes 1998).

Similitude in the development of boundary separations, misorientations and misor-

ientation distributions with strain has also been reported for deformation-induced
boundaries (see §2.4.1), and is reviewed by Hughes (2002).

2.4.1 The microstructural hierarchy

In this section we summarise the main features of the microstructures in deformed
metals of medium and high stacking fault energy, and it is convenient to classify the
microstructures according to the scale of the heterogeneity as shown schematically
in figure 2.8, for a sample deformed in plane strain compression. Further details of
these features and their formation during deformation are discussed in subsequent
sections.

Dislocations — Dislocations may exist as tangles or other rather random structures (fig.
2.8a), particularly after low strains, as discussed in §2.2.3. In metals which do not form
cells, such diffuse arrangements of dislocations are found even after large strains as
discussed in §2.4.3.

Cells and subgrains — In many metals, the majority of the dislocations produced on
deformation form the boundaries of cells or subgrains (fig. 2.8b), which are the smallest
volume elements in the deformed microstructure. Their character and dimensions were
discussed in §2.2.3, and TEM micrographs of cells in deformed copper are shown in
figures 2.9a and b. Some cell walls may be aligned or have different misorientations, and
this enables further sub-classification of these features as discussed in §2.4.2.
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Fig. 2.8. The hierarchy of microstructure in a polycrystalline metal deforming by slip.
The various features are shown at increasing scale: (a) Dislocations, (b) Dislocation
boundaries, (¢c) Deformation and transition bands within a grain, (d) Specimen and

grain-scale shear bands.

Deformation and transition bands — It is often found that individual grains within the
sample, particularly in coarse-grained materials, subdivide on a large scale during
deformation (fig 2.8c) into regions of different orientation, as a consequence of either
inhomogeneous stresses transmitted by neighbouring grains or the intrinsic instability of
the grain during plastic deformation. The resulting deformation bands deform on
different slip systems and may develop widely divergent orientations. The narrow
regions between the deformation bands, which may be either diffuse or sharp, are
termed transition bands. Examples of deformation bands in a-brass and aluminium are
shown in figures 2.9¢c and d.

Shear bands — Figure 2.8d shows a polycrystalline sample in which intense shear has
occurred on planes inclined to the rolling plane. These shear bands, which are non-
crystallographic in nature, may pass through several grains, and even extend through
the specimen. They are a result of plastic instability, and can be thought of as the rolling
equivalent of the ‘necking” which occurs in a tensile test. Examples are seen in figures
2.9e and f.

2.4.2 The evolution of deformation microstructure in cell-forming metals

Many aspects of the formation of the larger-scale features of the microstructure, such as
deformation bands and shear bands are common to most metals, and will be discussed
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Fig. 2.9. Various features of deformed microstructures; (a) Cell structure in 25% cold
rolled copper (micron bar shown), (b) Details of cell structure, (c) 70:30 brass
compressed 12%, showing deformation bands, (d) Deformation bands (B) in a grain (A)
in AI-1%Mg, (e) Shear bands developed by light rolling on pre-polished, and lightly
scratched, surface of 83% cold rolled copper, (Malin and Hatherly 1979), (f) Shear
bands in Al-Zn-Mg alloy cold rolled 90%, (courtesy of W.B. Hutchinson).

in §2.7 and §2.8 respectively. In this section we consider only the evolution of the
microstructure at the cell/subgrain level shown in figure 2.8b.

During the past 20 years, there has been a surprising amount of interest in the detailed
characterisation of the cell and subgrain structures formed during the deformation of
fcc metals, particularly aluminium and nickel, at ambient temperatures. Much of this
research stems from the group at Rise, led by Hansen. Recent discussions of this
research include Hughes and Hansen (1997), Hansen and Juul Jensen (1999) and
Hughes (2001).
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2.4.2.1 Small strainzs (¢ < 0.3)

Random distributions of dislocations are rarely observed in cell-forming metals.
Although the slip process tends to produce high densities of dislocations on the active
slip planes, energy considerations (e.g. Kuhlmann-Wilsdorf 1989) promote relaxation
into boundaries by dynamic and/or static recovery. The balance between these two
processes, which is affected by the nature of the material and the deformation
temperature, determines the degree to which the deformed microstructure exhibits
crystallographic alignment and whether the boundaries are diffuse (cells) or sharp
(subgrains).

Cell formation — As shown schematically in figure 2.8b and in the TEM micrograph of
figure 2.10, we can distinguish between at least two types of cell or subgrain boundary.
There are small (0.5-1 pm), approximately equiaxed cells separated by small (~1°)
misorientations. The size, shape and misorientation of these cells does not change very
much during deformation (figs 2.4 and 2.5) and it is therefore thought that these cell
boundaries are transient features of the microstructure, being the result of a dynamic
balance between dislocation annihilation and trapping. The overall cell sizes shown in
figure 2.4 include all low angle boundaries. However, if the various types of boundary
are measured separately, the cell size in aluminium is found to initially decrease with
increasing strain (&) to ~0.5 pm, but to remain almost constant at ¢ > 0.5 (Hughes 2001,
Hurley and Humphreys 2003). The term incidental dislocation boundaries (IDBs) has
been used to describe such boundaries (Kuhlmann-Wilsdorf and Hansen 1991), which
are then distinguished from the higher angle, and often aligned, geometrically necessary
boundaries (GNBs) which are discussed below. However, although we will make some
use of this terminology in referring to the published literature, we do not find this a
helpful classification.

We consider that it is the transient or persistent nature of boundaries which is most
important in microstructural evolution, and that this characteristic differentiates these
transient cell boundaries from other persistent deformation-induced boundaries, and
from persistent features such as microshear or transition bands.

Cell blocks and cell bands — In both aluminium and nickel, the cells may occur in blocks as
shown schematically in figure 2.8b (Bay et al. 1992). It is thought that the slip activity is
similar within individual blocks, but differs between the blocks. In this way, each cell
block can deform relatively homogeneously on less than the five slip systems required by
plasticity theory (Taylor 1938) (§3.7.1.2), and the overall strain is then accomplished by
the variation of slip activity between the blocks. A TEM micrograph and accompanying
sketch, showing a typical arrangement of cell blocks is shown in figure 2.10. As seen in
figure 2.10, the cell blocks are elongated, and a little more than one cell in width. This is
typical of most deformed microstructures in aluminium, and these features are often
better described as cell bands.

The cell blocks or bands are bounded by longer, aligned boundaries, which have been
termed dense dislocation walls (DDWs), microbands, or cell-band walls. These are of
higher misorientation angle than the boundaries within the cell blocks (Liu and Hansen
1995, Hughes and Hansen 2000, Hughes 2001, Hurley and Humphreys 2003), as shown
in figures 2.5a and c. The misorientations across alternate cell-band walls tend to
oscillate about a mean, with no substantial long range orientation gradient.
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Fig. 2.10. TEM micrograph (a) of cell block structure in 10% cold rolled aluminium
(ND-RD plane) and sketch (b) of the area showing the misorientations across the cell
block boundaries (heavy lines), (Liu et al. 1998).

These boundaries have been termed geometrically necessary boundaries (GNBs)
(Kuhlmann-Wilsdorf and Hansen 1991), because they accommodate the misorientations
between blocks of material of different orientation. However, this term is misleading
because even the small cells of low misorientation discussed above are also geometrically
necessary at a smaller scale. If this were not so, these cell boundaries would disappear on
annealing, whereas they recover to form well-organised low angle subgrain boundaries
as seen in figure 6.13.

If the cell-band boundaries (GNBs) are distinguished from the cell boundaries (IDBs),
as shown in figure 2.5a, it is seen that the cell-band boundary misorientations increase
substantially with increasing strain. However, if the cell-band boundaries are further
distinguished from microshear-band boundaries (another class of aligned boundary
which appear at larger strains and are discussed in §2.4.2.2), their misorientations
appear to remain relatively constant in aluminium, as seen in figure 2.5c.

The alignment of the boundaries — In a sample deformed in plane strain compression, the
long microband or cell-band boundaries are aligned approximately parallel to the
transverse direction and at an angle of 25-40° to the rolling plane. In most grains only
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one strong set of microbands is seen, but in some cases two are formed. These are the
planes of high shear stress, and are similar to those on which shear bands form (§2.8). In
some cases the alignment in fcc metals deformed by rolling is close to {111} slip planes
and in other cases it is not (e.g. Liu et al. 1998, Hansen and Juul Jensen 1999, Hurley and
Humphreys 2003). However, the detailed analysis of Hurley et al. (2003) has established
that the alignment in cold rolled polycrystalline aluminium is related to the deformation
geometry and that any crystallographic alignment is coincidental. However, some
evidence of crystallographic alignment of the boundaries has been found for samples
deformed in tension (Winther et al. 2000), and these authors have shown that the nature
of the alignment is influenced by the grain orientation. The alignment is clearly linked to
strong slip activity, and is presumably also influenced by dynamic recovery. In
polycrystals deformed at elevated temperatures where similar aligned bands form, there
is no indication that the alignment is crystallographic (§13.2.3).

The microstructures discussed above have been investigated most extensively in
aluminium and nickel, but rather similar structures have been reported in copper and
iron. In copper rolled to low strains, the microstructure consists mainly of cells, but
long, thin plate-like microbands 0.1 to 0.3 pm thick, initially aligned on {111} planes are
seen (Bourelier and Le Héricy 1963, Malin and Hatherly 1979, Hatherly 1980) as
shown in figure 2.11a. These appear to be similar to the crystallographically aligned
microbands discussed above. Because there is much less dynamic recovery in copper
than in aluminium, it is to be expected that more alignment of dislocations on active
{111} slip planes will be retained in copper.

2.4.2.2 Moderate strains (0.3 <& <1)

At larger strains, the aligned cell-band structures of figure 2.10 are often intersected
by thin shear bands within the grains (Hughes and Hansen 1993, Rosen et al.
1995), examples of which are shown in figure 2.12. Because these shear the elongated
cell-bands into an ‘S’ shape, they have been termed ‘S-bands’. However, as this may
cause some confusion with bands of material of the ‘S-orientation’, we prefer to use the
term microshear bands. If the boundaries and not the dislocations are of primary
interest, there are many benefits of using high resolution EBSD rather than TEM
to investigate the deformed microstructures in aluminium (Hurley and Humphreys

Fig. 2.11. TEM micrographs cold rolled copper. (a) Microbands in 18% rolled
material, (b) Microbands in 98% rolled material. The specimen plane is ND-RD, and a
1 um bar parallel to RD is shown, (Malin and Hatherly 1979).
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Fig. 2.12.  Microstructure in ND-RD plane of Al-0.1%Mg, cold-rolled 50%,
showing the interaction of the microshear bands and aligned cell bands. (a) TEM
micrograph, showing microshear band S-S shearing the cell bands. (b) EBSD map

in which the colours represent orientations, showing the cell bands (C) and

microshear bands (S). The regions within the microshear bands are seen to

have similar orientations, (Hurley and Humphreys 2003). (See colour plate
section for fig. 2.12b).

2002, 2003), because much larger areas can be examined and quantitatively analysed.
Figure 2.12b shows microshear boundaries intersecting the cell-bands in aluminium.
The microshear bands are typically 1-2 pm thick and contain cells of a similar size
and misorientation to the cell-bands. With increasing strain, the regions within
these microshear bands become progressively misoriented from the cell-bands as shown
in figure 2.5c¢, indicating that the shearing remains operative. The microshear bands seen
in aluminium appear to be very similar to those reported for copper (Malin and
Hatherly 1979).

2.4.2.3 Large strains (¢ > 1)

With increasing strain, the microshear bands and the cell-bands become more closely
aligned with the rolling plane, and at € > 2 the various bands cannot be clearly identified,
and at this stage, the microshear band walls have become high angle boundaries as
seen in figure 2.5c. The rolled microstructures then consist almost entirely of long
lamellar boundaries, many of them high angle, aligned parallel to the rolling plane, as
shown in figure 2.11b. Rather similar structures of this type are found in aluminium,
nickel, copper and iron, and in the latter, there is evidence (Every and Hatherly 1974)
that the extent of formation of the lamellar boundary structures is dependent on
orientation.

Because the annealing behaviour of alloys deformed to very large strains (>3) may be
significantly different from that of materials deformed to lower strains, we give some
further consideration to large strain deformation in §14.3.



34 Recrystallization

2.4.2.4 Summary

We have highlighted three microstructural features — cells, cell-bands (microbands), and
microshear (S) bands, and the effect of strain on the misorientations across these
boundaries in aluminium is shown in figure 2.5¢c. Additional information about the way
in which the microstructure evolves may be obtained by examining the effect of strain
on the alignment of these boundaries with the rolling plane as shown for aluminium in
figure 2.13.

Cells — The cell size, shape and boundary misorientation changes little with strain, which
is consistent with these boundaries being transient features of the microstructure.

Cell-band walls — The misorientations of the cell-band (microband) walls changes very
little with strain, and for £ <1.5, figure 2.13 shows that there is little change in their
alignment with the rolling plane. The significance of this may be seen by comparison
with the change of alignment which would be found for rigid body rotation of passive
features in the microstructure. These two factors suggest that at moderate strains the
cell-bands or microbands are also transient microstructural features which may migrate
or re-form during the deformation, up to e ~1.5. Above this strain, the bands undergo
rigid body rotation, suggesting that they are no longer active, and have become
persistent microstructural features.

Microshear bands — In microshear (S) bands the misorientations across the walls
increase with increasing strain (fig. 2.5¢), and the walls are seen from figure 2.13 to
rotate at a rate consistent with a rigid body. This suggests that once formed, these
features are permanent features of the microstructure, although the shear within
them, and the misorientations across them, increase with strain. This observation is
consistent with the earlier observations of Malin and Hatherly (1979) on similar bands
in copper.
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Fig. 2.13. The effect of strain on the alignment of cell and microshear bands with the
rolling plane in rolled Al-0.1%Mg. Rigid body rotations are shown for comparison,
(after Hurley and Humphreys 2003).
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Much of the early work on the characterisation of deformed microstructures was carried
out on copper and iron, whereas the extensive work of recent years has concentrated on
aluminium and nickel. As discussed above, rather similar features have been identified
in all these materials, but detailed and quantitative comparisons between these materials
have not yet been made.

2.4.3 Non-cell-forming metals

The addition of 3-5% of magnesium to aluminium in solid solution, hinders dynamic
recovery and prevents the formation of dislocation cell structures and many of the other
dislocation boundaries discussed in the previous section (Korbel et al. 1986, Hughes
1993, Drury and Humphreys 1996, Kuhlmann-Wilsdorf 2000). Many of the dislocations
were found to be arranged in a diffuse geometric pattern along {111} slip planes that
defined a so-called Taylor lattice (Kuhlmann-Wilsdorf 1989). Adjacent Taylor lattice
regions were misoriented by 0.5-1°, and separated by diffuse boundaries (domain
boundaries). Crystallographically associated microbands, rather similar to those found
in copper (fig. 2.11a) were found to develop from these on {111} planes (Korbel et al.
1986, Hughes 1993). As the strain increases, the microbands broaden and cross grain
boundaries to become shear bands.

2.5 CUBIC METALS WHICH DEFORM BY SLIP AND TWINNING

In materials with low values of stacking fault energy (silver, austenitic stainless steels,
many copper-rich alloys, etc.) a dislocation cell structure does not form and the
dislocations dissociate to form planar arrays of stacking faults on the slip planes
(fig. 2.14a). At a comparatively early stage of deformation, thin bands of very fine
deformation twins then develop.

2.5.1 Deformation twinning

Twinning is a major deformation mode in fcc metals with ygpg <25 mJm~2 and in all
cph metals. It may also occur in fcc metals with high values of yspg and in bec metals if
deformation occurs at low temperatures or high strain rates. In all cases the extent of
twinning is orientation dependent.

Manifestations of twinning can be seen on polished surfaces, in etched specimens and in
the electron microscope. The well known strain markings (fig. 2.14b) have been shown
by Duggan et al. (1978b) to consist of very fine deformation twins (fig. 2.14c). These
features develop freely on the {111} planes of many fcc alloys of copper and in 18:8
stainless steel. In 70:30 brass, the strain markings appear first near the grain boundaries
and in compressed specimens are present on more than one system at strains less than
0.1 (Samuels 1954). They are profuse in most grains at € ~0.8. The width of the mark-
ings is determined primarily by yspg and the deformation temperature (Hatherly 1959)
and as these increase, the markings and the constituent twins become wider (cf. figs.
2.14b and 2.15a). Because of these factors, twinning is a prominent feature of the
microstructure of copper after deformation at low temperatures (fig. 2.15b).
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Fig. 2.14. (a) Stacking faults in 15% cold rolled, copper-13at.% aluminium
alloy, (Malin 1978), (b) Strain markings in 70:30 brass after 14% compression,
(c) deformation twins in 30% cold rolled 70:30 brass, (Duggan et al. 1978b).
(All electron micrographs are taken from RD-ND sections, and show 1 pm
marker parallel to RD.)

The significance of ysgg in determining the deformation mode and therefore the nature
of the microstructure is apparent in the electron microscope (Duggan et al. 1978b,
Wakefield and Hatherly 1981). In low yspg materials, the dislocations are dissociated
into partials and planar arrays of stacking faults occur (fig. 2.14a). As the strain
increases the dislocation content of the faulted structure rises rapidly and bands of very
fine twins appear. The size of the twins and their frequency depend particularly on ygpg
and in the following discussion the values given apply to rolled 70:30 brass. The first
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Fig. 2.15.  Strain markings in deformed copper and brass showing effects of stacking

fault energy and deformation temperature: (a) 90:10 brass compressed 32% at room

temperature; (b) (100)[001] single crystal of copper, rolled 60% at —196°C, (Hatherly
and Malin 1979).

twins appear at ¢ ~0.05 and clustering into bands follows almost immediately. The
twins are extremely fine, with thickness in the range 0.2-0.3 nm, and the twin-parent
repeat distance within the bands ranges from 0.5 to 3 nm. These dimensions do not
appear to change during deformation but the volume of twinned material increases
gradually to about 25%. As rolling proceeds the twins are rotated, as rigid body
features, into alignment with the rolling plane and in some grains and deformation
bands this process is complete at ¢ ~0.8—1.0 (fig 2.16). The overall twin aligning process
continues with further strain and is almost perfect at e ~2.

2.5.2 The effect of stacking fault energy

The effect of stacking fault energy on these structures is very marked. In the very low
ysee (~3 mIm™?) alloy Cu-8.8at% Si, Malin et al. (1982a) reported faulting and
twinning on all four {111} planes during rolling to ¢ =0.4 (fig. 2.17). In such a structure
the gradual alignment of a set of deformation twins with the rolling plane is clearly
impossible and in the absence of an alternative deformation mode, shear band
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Fig. 2.16. Aligned deformation twins in 50% cold rolled 70:30 brass and inclined shear
band, (Duggan et al. 1978b). TD-plane section, (I pm marker parallel to RD).

Fig. 2.17. Stacking faults and fine deformation twins in rolled copper-8.8at.%Si,
(Hatherly and Malin 1979). TD plane section, (1 pm marker parallel to RD).

formation begins at ¢ =0.4-0.5. This alloy cracks along macroscopic shear bands at
quite low strains (¢ ~1.2). In alloys with intermediate values of ysgg, €.g. 90:10 brass
and some stainless steels, the microstructure is determined additionally by the local
orientation (Wakefield and Hatherly 1981). In some grains (or deformation bands) the
orientation favours twinning and in others slip. The resulting microstructure consists of
volumes containing cells and microbands adjacent to volumes showing deformation
twins. In some grains where the orientation is appropriate, both slip and twinning occur
and as the orientation changes so too does the deformation mode. Twinning is the
preferred deformation mode during rolling in regions oriented at {112} <111> and
{100} <001 > but twinning is not observed in regions oriented at {110} <001> or
{110} <112>. For a discussion of the relationship between orientation and twinning in
fcc metals see Kohlhoff et al. (1988a).
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2.6 CLOSE PACKED HEXAGONAL (CPH) METALS

As with other metals the deformation of polycrystalline cph metals begins with slip, but
the symmetry of the lattice and the availability of slip systems are less than with cubic
metals. Under these conditions slip cannot continue as the only deformation mode and
twinning becomes significant at quite low strains (¢ <0.2). The most obvious feature of
the microstructure of deformed cph metals is the rapid development of a profuse array of
large, broad, lenticular deformation twins (fig. 2.18). The twins originate usually as
long, thin lamellae at low strain levels, but broaden rapidly. Twins are broader in cph
metals than in cubic metals because of the smaller value of the twinning shear. Despite
their profusion in the microstructure the contribution of twinning to the overall
deformation at medium to high strain levels is usually small. The reason for this lies in the
limited magnitude of the twinning shear. As twinning ceases, deformation by slip occurs
in the newly developed twins and the whole process is repeated. Tables 2.5 and 2.6
give details of the crystallography of the most frequent slip and twinning systems in
cph metals.

Unlike slip, twinning occurs in only one direction, and the crystallography is such that
elongation is generated in one direction and contraction in others. Inspection of table
2.6 shows that one twinning system is common to all of the cph metals, viz.
{1012} <1011 >. If the c/a ratio is >1.633 (the ideal value), as in zinc and cadmium,
twinning occurs only on this system but if c/a is <1.633 more than one system may
operate. The strain produced by the twinning shear depends on the twinning system and
the value of ¢/a. For {1012} <1011 > twinning the strain is greatest for low values of c/a
but if other twinning systems are possible these will lead to larger strains. The sense
of the shape change also depends on the perfection of packing. For the value
c/a=+/3=1.732 no twinning is possible but for c/a<1.733 the sense of the shape

B

Fig. 2.18. Deformation twins in polycrystalline magnesium deformed 8% in
compression at 260°C, (Ion et al. 1982).
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Table 2.5
Slip systems in cph metals at room temperature, (Grewen 1973).
Metal c/a Slip system
Predominant Seldom
Cd 1.89 {0001} < 1120 > | {1122} <1123 >
Zn 1.88
Co, Mg 1.62 {0001} < 1120 > {1010} < 1120 >
Zr 1.59 {0001} < 1120 > {1010} < 1120 >
Ti 1.59 {1010} < 1120 > | {0001} < 1120 >
Table 2.6
Twinning systems in cph metals, (Grewen 1973).
Metal c/a Twinning Twinning element
shear Plane Direction
Cd 1.89 0.17
Zn 1.88 0.14 {1012} <1011 >
Co 1.62 0.13
Mg 1.62 0.13 {1012} <1011 >
Zr,Ti 1.59 0.167 {1012} <1011 >

change is opposite to that for c¢/a>1.732. In practice this means that twinning should
occur only if directions that are shortened by twinning lie in the appropriate directions
during processing, e.g. radially during wire drawing.

It will be seen that for metals with c/a greater than ideal, basal slip is favoured while
prismatic slip is preferred for those with c/a less than ideal. In general dislocations are
confined to the closely packed basal plane and do not move freely from it. There have
been only a few detailed examinations of the deformation microstructure in any of these
metals and it is difficult to draw general conclusions.

In rolled titanium (c/a <ideal) deformation twinning is found in all grains at a very early
stage (Blicharski et al. 1979). The twins are broad and lenticular and usually form on
two or more systems. Because of the small twinning shear, further deformation requires
the formation of smaller twins between and within those first formed, but eventually this
is no longer possible and fresh twins do not form at moderate strain levels (¢ ~0.75). At
high strain levels the twins undergo a rigid body rotation into alignment with the rolling
plane so as to produce a microstructure of thin elongated bands. Shear bands begin to
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form at e ~ 2.8 in this aligned structure but considerable ductility still remains at much
higher strain levels.

The microstructure of deformed zinc is interesting. The c/a ratio is high and so too is
ysre (~140 mJm™?), but the melting point is low and room temperature deformation
occurs at ~0.4T,,. Large twins are seen in every grain of polycrystalline zinc after very
light rolling (¢ =0.07) but no further twins develop as rolling continues to ¢ =0.2 and
slip is the preferred deformation mode in this strain range (Malin et al. 1982b). Shear
band formation begins in the strain range 0.2<e<0.5 but the shear bands are
detected only by the presence of bands of very small recrystallized grains that outline
their positions. It seems clear that recrystallization follows shearing closely in this low
melting point metal. The new strain-free grains deform by slip and twinning and
deformation continues in this way to high strain levels. These changes are easily
recognized in the deformation textures and will be referred to in chapter 3.

2.7 DEFORMATION BANDS

As discussed in §2.4.1 and shown in figures 2.8 and 2.9c and 2.9d, the coarsest
form of grain subdivision is the formation of deformation bands, and because these
are easily identified by optical microscopy, they have been recognized for a long
time. Major attention was first focused on them by Barrett (1939) who argued
that inhomogeneities of this type contributed to the inability to predict the strain
hardening behaviour and the orientation changes taking place during deformation.
Following Barrett the term deformation band is used to describe a volume of
approximately constant orientation, that is significantly different to the orientation(s)
present elsewhere in that grain. Kuhlmann-Wilsdorf et al. (1999) have presented an
extensive review of the early work on deformation bands and on the conditions under
which they form.

2.7.1 The nature of deformation bands

The different features are illustrated schematically in figure 2.8¢ which shows a
region B, which has a different orientation to that in the grain proper A. The region
at the edge of the deformation band where the orientation changes from B to A may
have a finite width, in which case it is called a transition band. However, in some
cases the orientation change is sharp, and this is then a deformation-induced grain
boundary. In many cases deformation bands occur with approximately parallel sides
and involve a double orientation change A to C and then C to A. A deformation
band of this special type is called a kink band following the nomenclature of Orowan
(1942). The micrograph of figure 2.9c shows a complex microstructure of kink bands
and deformation bands in «-brass, and figure 2.9d shows deformation bands in an
Al-Mg alloy. The development of deformation bands is an inevitable consequence of
the deformation of polycrystals (and also of constrained single crystals), and the
details of the microstructure are determined by the crystallographic nature of the
deformation process.
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2.7.2 The formation of deformation bands

The nature and formation of deformation banding has been extensively studied in recent
years because of its relevance to the generation of deformation textures. Chin (1969)
identified two types of deformation bands. One of these originates in the ambiguity
associated with the selection of the operative slip systems. In many cases the imposed
strain can be accommodated by more than one set of slip systems and the different sets
lead to rotations in different senses. In the second type, different regions of a grain may
experience different strains if the work done within the bands is less than that required
for homogeneous deformation and if the bands can be arranged so that the net strain
matches the overall deformation. This latter is similar to the reasoning used to explain
the formation of cell blocks (§2.4.1). In their model of rolling texture development, Lee
et al. (1993) examined the second of these cases and showed theoretically that as few as
two independent slip systems may suffice to accommodate the shape change. Their work
is consistent with the relaxed constraints models of plasticity discussed in §3.7.1.
Kuhlmann—Wilsdorf (1999) has recently discussed the formation of deformation bands
in terms of her low energy dislocation model.

2.7.3 Transition bands

A transition band develops when neighbouring volumes of a grain deform on different
slip systems and rotate to different end orientations. In its most usual form the transition
band consists of a cluster of long narrow cells or subgrains with a cumulative
misorientation from one side of the cluster to the other. It is sometimes found,
particularly in aluminium alloys (Hjelen et al. 1991), that the width of the transition band
is reduced to only one or two units but the large orientation change across the band is
retained.

Dillamore and Katoh (1974) considered the case of axisymmetric compression of iron
and showed that the rotation paths for various orientations followed those shown in
figure 2.19a. For orientation gradients that straddle the line joining [110] and [411] a
very sharp transition band develops as part of the gradient rotates towards [100] and
part towards [111]. The more general case is shown at A. For the gradient B-B’ both
extremities rotate towards [111] and the heterogeneity is gradually lost. For a gradient
C-C’ the extremes follow different paths and misorientation persists in a diminished
form. Figure 2.19b shows that the experimentally determined fibre texture after 88%
compression is in good agreement with the model used. Dillamore and Katoh also
considered the special case of the formation of a transition band in heavily rolled
copper having the orientation {100} <001> at its centre. The implications of the
Dillamore—Katoh model for the generation of the cube texture during recrystallization
are discussed in chapter 12.

2.7.4 The conditions under which deformation bands form

The details of transition band formation depend strongly on the grain orientation, as
discussed above. However, the occurrence of deformation bands is dependent on the
microstructure and deformation conditions.
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Fig. 2.19. Texture development in axially compressed iron. (a)
Predicted rotations from three different initial orientations after 70%
and 88% reduction in thickness, (b) Deformation texture after
88% compression, (c) Recrystallization texture of (b) material, (after
Dillamore et al. 1974).

The grain orientation is an important factor in determining whether or not a grain will
deform relatively homogeneously or fragment by deformation banding, as may be seen
from figure 2.19. For example, the {110} <001 > Goss orientation in fcc materials is
very stable under condition of plane strain deformation (§3.7.1.4), and single crystals
(Ferry and Humphreys 1996a), and large-grained polycrystals (Somerday and
Humphreys 2003b) can undergo extensive deformation without the development of
large-scale heterogeneities, as seen in figure 7.15.

The initial grain size is of particular importance, and deformation banding occurs much
more readily in coarse grained metals, as reviewed by e.g. Kuhlmann—Wilsdorf (1999),
Humphreys et al. (1999). Lee and Duggan (1993) measured a decrease in the numbers of
deformation bands per grain in copper with decreasing grain size, and Humphreys et al.
(1999) concluded that in aluminium, deformation banding did not occur in material
with a grain size less than ~20 um. Lee et al. (1993) using an energy criterion, predicted
that the number of deformation bands per grain should be proportional to the square
root of the grain size.

There is extensive evidence that deformation banding decreases at higher temperatures
(see e.g. Kuhlmann—Wilsdorf et al. 1999). This effect is discussed in §13.2, and may be
seen in figure 13.6.
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2.8 SHEAR BANDS

Shear bands, which occur in many metals and alloys, were described in detail by
Adcock (1922), but until the work of Brown (1972) on aluminium and Mathur and
Backofen (1973) on iron, were largely forgotten. These bands correspond to narrow
regions of intense shear that occur independently of the grain structure and
independently also of normal crystallographic considerations. In rolled material they
occur at ~35° to the rolling plane and parallel to the transverse direction (figures 2.8d,
2.9e and 2.9f). Note the offsets at the scratch in figure 2.9¢ which show the shear
associated with the bands.

2.8.1 Metals of medium or high stacking fault energy

At high strain levels, ¢ > 1.2 for copper, shear bands form in colonies in each of which
only one set of parallel bands develops (fig. 2.9¢). The colonies are usually several grains
thick and the bands in alternate colonies are in opposite senses, so that a herringbone
pattern develops (Malin and Hatherly 1979). Any grain boundaries in the colony are
crossed without deviation. The structure of a shear band is clearly resolved in figure
2.20a; the aligned microbands of the rolled iron have been swept into the shear band
and local elongation and thinning have contributed to the shear strain. The distinct
lattice curvature of figure 2.20a is characteristic of a shear band that has been associated
with only light to moderate shearing, and the similarity to the microshear (S) bands in
deformed aluminium (figure 2.12a) can be seen. A typical microstructure formed at
large strains is shown in figure 2.20b. The shear in bands of this type is large, and values
as high as 6 have been reported, although 2-3 is a more usual value. At still higher levels
of strain, larger shear bands develop which cross a rolled sheet from one surface to the
other and when eventually a uniform population of these bands exists, failure occurs
along them.

2.8.2 Metals of low stacking fault energy

The shear band morphology in materials with low values of yspg is quite different
to that found in metals which do not develop deformation twins (Hatherly 1982,
Hatherly and Malin 1984). In rolled 70:30 brass, isolated shear bands are first seen at
&~ 0.8 and specifically in regions where twin alignment with the rolling plane is already
well established (fig. 2.16; Duggan et al. 1978b), and soon afterwards (¢~ 1) two
families of shear bands are seen in many regions. The bands form initially at
approximately +35° to the rolling plane and divide the sheet into rhomboidal prisms
with long axes parallel to TD. The twin alignment within the prisms is nearly perfect and
most theories of shear band formation are based on the supposition that continued
deformation by either slip or twinning is no longer viable in such an aligned structure.
As shown in figure 2.21, the bands themselves consist of an array of very small
‘crystallites’ (volumes of almost perfect lattice) which are usually elongated in the
direction of shear with aspect ratios in the range of 2:1-3:1. Typical shear bands in 70:30
brass range in thickness from 0.1-1 um and the individual crystallites vary in width from
0.02-0.1 pm.
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Fig. 2.20. Shear bands in metals deforming by slip. (a) Shear band in 85% cold rolled
iron (Willis 1982). (b) Shear band in 97% cold rolled copper, (Malin and Hatherly
1979). (ND-RD plane; 1 pm marker parallel to RD).

Fig. 2.21. Internal crystallite structure in a shear band in a (110)[111] copper single
crystal, cold rolled 65% at 77°K, which has deformed by twinning, (Kohlhoff et al.
1988a). (ND-RD section with 1 um marker parallel to RD).
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The orientations of the crystallites are particularly interesting. Their volume in
heavily deformed metals is such that they should make a significant contribution to the
rolling texture, and shear bands are a major nucleation site for recrystallized grains.
Duggan et al. (1978a) reported large (>20°) orientation differences between
neighbouring crystallites in 70:30 brass that were not cumulative. An overall preference
was detected for rolling plane orientations near {110} and a substantial population was
found near {110} <001 >. This orientation is a major component of the shear texture in
fec metals.

The shear associated with individual bands is high with average values of 3-4
often reported but shears as high as 10 are sometimes found (Duggan et al. 1978b).
The importance of shear band formation as a deformation process is strikingly
illustrated by figure 2.22. A longitudinal section from a specimen of 50% cold rolled,
70:30 brass, was polished and then lightly scratched at right angles to the rolling direction.
The figure shows the development of shear bands during a subsequent rolling of 10%
reduction and the magnitude of the shear strain. The number of shear bands increases
rapidly with strain and in the range 0.8 <g <2.6 shear band formation appears to be the
major deformation mode and at the latter level of strain only minor amounts of twinned
material remain. As in the case of high ysrg materials, further deformation leads to the
formation of large through-thickness shear bands and eventually fracture occurs along
these.

Fig. 2.22.  70:30 Brass specimen initially rolled 50%, then polished and lightly
scratched normal to rolling direction before further rolling of 10% reduction (TD-plane
section). Note the magnitude of the shear, (Duggan et al. 1978b).
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2.8.3 The formation of shear bands

A shear band is a form of plastic instability and in plane strain deformation (or rolling)
the condition for instability is

1do

e (2.9)

Dillamore and colleagues (Dillamore 1978a, Dillamore et al. 1979), have written this
condition as

-—220 (2.10)
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where n and m are the usual strain hardening and strain rate exponents, p the
dislocation density, and Mt the Taylor factor (defined as Xg/e, where Xg is the total
shear strain on all active slip systems, and ¢ is the normal strain).

Of the various terms in the equation, that in ¢ is always positive, that in ¢ is usually
positive and that p is negative. It follows that if instability is to occur at medium to high
strain levels, and in the absence of strain rate effects, it must be because the term in My
becomes negative through a negative value of dMr/de. This latter expression corresponds
to geometric softening, in that instability is favoured if it causes a lattice rotation into a
geometrically softer condition. dM /de can be calculated from dM+r/dé (the rate of
change of hardness with orientation) and df/de (the rate of change of orientation with
strain). Dillamore et al. (1979) have shown that this factor is both negative and a
minimum close to £35° for typical rolled metals with well developed textures.

2.8.4 The conditions for shear banding

The ‘copper type’ shear bands discussed in §2.8.1 occur in a variety of metals, and their
occurrence depends on a number of factors.

Grain size — Several authors including Ridha and Hutchinson (1984) and Korbel et al.
(1986) have shown that the tendency for shear banding increased with increasing
grain size.

Orientation — The effect of orientation on shear banding has been demonstrated by
Morii et al. (1985) in single crystals of Al-Mg.

Solute — The addition of manganese to copper, which does not affect the stacking fault
energy, leads to the formation of extensive shear banding (Engler 2000) and magnesium
promotes shear banding in aluminium (Duckham et al. 2001).

Deformation temperature — Several authors have demonstrated that shear banding
becomes less common at high temperatures. The combined effects of deformation
temperature and strain on the tendency for shear banding in Al-1%Mg are well
summarised in figure 2.23 from the work of Duckham et al. (2001).
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Fig. 2.23. The tendency for shear band formation in Al-1%Mg as a function of strain
and deformation temperature, (Duckham et al. 2001).

2.9 THE MICROSTRUCTURES OF DEFORMED TWO-PHASE ALLOYS

Most industrial alloys contain more than one phase, the microstructure comprising a
matrix phase and dispersed second-phase particles. If these particles are present during
deformation, they will affect the microstructure, and this in turn may affect the
subsequent annealing behaviour. The most important aspects of the deformation
structures in two-phase alloys in this respect are:

o The effect of the particles on the overall dislocation density. This may increase the
driving pressure for recrystallization.

e The effect of the particles on the inhomogeneity of deformation in the matrix. This may
affect the availability and viability of the sites for recrystallization.

e The nature of the deformation structure in the vicinity of the particles. This determines
whether or not particle-stimulated nucleation of recrystallization (PSN) will be
possible.

During deformation of an alloy containing second-phase particles, the dislocations will
bow around the particles as shown in figure 2.24. An analysis of the situation in terms of
elementary dislocation theory follows. For particles of radius r and spacing A along the
dislocation line, the force exerted on each particle (F) is given by:

F = tba .11

where t is the applied stress.

If the strength of the particle is less than F, then the particle deforms, otherwise the
dislocation reaches the semicircular configuration of figure 2.24b, when the applied
stress is given by

Gb

which is the well known Orowan stress.
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The dislocation then proceeds to encircle the particle, leaving an Orowan loop as shown
in figure 2.24c. A micrograph of such loops in a nickel alloy is shown in figure 2.25.
Because of its line tension, an Orowan loop exerts a shear stress on the particle which is
given approximately by

_ Gb

=37 (2.13)

If the particle is strong enough to withstand this stress, it does not deform and the net
result of the passage of a matrix dislocation is the generation of extra dislocation in the

() (d) (©

Fig. 2.24. The formation of Orowan loops at second-phase particles.

Fig. 2.25. Orowan loops at Ni;Si particles in a Ni-6%Si single crystal, (Humphreys
and Ramaswami 1973).
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form of the Orowan loop, at the particle. If the particle deforms either before or after
the Orowan configuration is reached, no extra dislocations are generated at the particle.

Detailed discussion of the factors affecting the strength of particles is beyond the scope
of this volume, and the reader is referred to the reviews of Martin (1980), Brown (1985),
Humphreys (1985) and Ardell (1985) for further details. However it is important to
realise that the subsequent deformation behaviour and hence the density and
arrangement of dislocations in the deformed material is dependent on whether or not the
particles deform.

2.9.1 Dislocation distribution in alloys containing deformable particles

If the particle of figure 2.26a deforms as shown in figure 2.26b, then its size on the slip
plane is effectively reduced by the Burgers vector b of the dislocation. As a smaller
particle is normally weaker than a larger particle, the slip plane is softened and
subsequent dislocations will tend to move on the same plane, thus concentrating slip
into bands as shown in figure 2.26d. This is illustrated in the micrograph of figure 2.27,
where shear offsets of ~0.1 um indicate the passage of several hundred dislocations on
the same plane.

The slip distribution in alloys containing small particles has been discussed by
Hornbogen and Liitjering (1975) and by Martin (1980) as follows.

The yield stress of a crystal containing deformable particles is often given by an
equation of the form

r = CFy/*d"? (2.14)

Fig. 2.26. The effect of particle strength on the distribution of slip. A deforming
particle (b) leads to slip concentration (d). A non-deforming particle (c) results in more
homogeneous slip (e).
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Fig. 2.27. Deformed NisSi particles in a Ni-6%Si single crystal, (Humphreys and
Ramaswami 1973).

where C is a constant dependent upon the particular hardening mechanism which is
operative (e.g. coherency strains). If n dislocations shear a particle, the diameter of the
particle will be reduced by nb. The stress for further deformation then becomes

12
t=CFY*d —nb)"? = CEY/*d"? (1 —%b> (2.15)

Thus the slip plane is softened, so that further slip tends to occur on that plane. This is
in contrast to the case of non-deformable particles, where the dislocation debris left by
previous dislocations (e.g. the Orowan loops of fig. 2.25) makes it more difficult for
slip to occur on the same plane, thus tending to make slip relatively homogeneous
(fig. 2.26¢).

The amount by which a slip plane is weakened by the passage of a dislocation is the
parameter dr/dn, and differentiation of equation 2.15 gives

dr  —bCFy? ( nb)—‘/2 2.16

dn— 27 U d

We thus see that the tendency for coarse slip is increased by small particles, a large
volume fraction and a large value of C.

There are many recorded examples of particle shearing leading to slip concentration.
This is of particular concern in the design of high strength precipitation hardened alloys,
in which the slip concentration may adversely affect the fracture toughness and the
fatigue behaviour (e.g. Polmear 1995). An example of this is found in binary Al-Li alloys
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in which precipitates of the ordered §" phase are formed. These particles deform during
deformation, leading to extensive shear localisation (Sanders and Starke 1982).

As the shape and size of the particles changes during deformation, so the slip distribution
may also be a function of strain. Kamma and Hornbogen (1976) found that small
platelike particles of Fe;C in steel deformed, leading to the formation of shear bands.
However, at high strains, the bands broadened, and the slip became homogeneous.
Nourbakhsh and Nutting (1980) showed that in overaged Al-Cu alloys containing large
plates of &, the deformation was initially inhomogeneous as the 6’ plates deformed. At
strains above 1, the plates disintegrated to give small spherical particles and as found by
Kamma and Hornbogen, a more homogeneous slip distribution resulted. The same
authors also found that in the underaged alloy, the small GP zones which resulted in slip
concentration at lower strains, were dissolved at strains of 5 and the deformation
behaviour of the alloy then became similar to that of the solid solution.

We therefore conclude that the slip distribution in alloys containing deformable particles is

complex and may alter with strain as changes in the particle size and shape are induced by
the deformation.

2.9.2 Dislocation distribution in alloys containing non-deformable particles

2.9.2.1 Dislocation density

If a deforming matrix contains non-deformable particles, then, as was first shown by
Ashby (1966, 1970) there is a strain incompatibility between the two phases as shown in
figure 2.28. In figure 2.28a, a spherical particle of radius r is contained within an
undeformed matrix. On deformation by a shear strain s, then, as shown in figure 2.28b, a
deformable particle will comply with the imposed strain. However, if the particle does not
deform, then as shown in figure 2.28c¢, there is a local strain incompatibility. This can be
accommodated by the generation of dislocations at the particle-matrix interface and also,
if the interface is weak, by the formation of voids. A more detailed consideration of the
dislocation generation near the particle is given in §2.9.3. However, the length of
dislocation generated is not very sensitive to the details of the mechanism, and it is readily
shown that the incompatibility may be accommodated approximately by the generation
of n circular prismatic dislocation loops of Burgers vector b and radius r, where

b
T 2r

/N
1/ %7/ %7

Fig. 2.28. The incompatibility between a deforming matrix and a
non-deforming particle. (a) undeformed, (b) deformed particle, (¢c) non-deformable
particle.

(2.17)

(a)
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The length of dislocation per particle, L, is thus

(2.18)

and the dislocation density (pg) due to this effect is NyL. Taking Ny as given by
equation A2.11, then

_ 3Fvs
PG = b

(2.19)

These have been termed the geometrically necessary dislocations by Ashby.

The total density of dislocations generated in the material will be approximately
pG + ps, where ps is the density of dislocations which would be generated in the single-
phase matrix (see §2.2). However, because dislocations will be lost by recovery during or
after the deformation, this is an upper limit. Figure 2.29 shows the estimated density of
dislocations (pG + ps) generated for a matrix of grain size 100 um (equations 2.1 and
2.19), as a function of strain and particle content, neglecting the effects of dynamic
recovery.

Although there is little quantitative data, there is evidence that in particle-containing
single crystals or polycrystals deformed to small strains, the dislocation density is much
greater than in single-phase materials of similar composition. For single crystals of
copper, oriented for single slip, and containing alumina particles, Humphreys and
Hirsch (1976) found that the dislocation density was close to that predicted by equation
2.19. However, analysis of the data of Lewis and Martin (1963) on copper polycrystals
containing oxide particles shows that the dislocation densities at tensile strains of 0.08
are very much lower than those predicted. There is little data available for large strains,
where the situation is often complicated by dynamic recovery and the formation of
dislocation boundaries rather than free dislocations.
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Fig. 2.29. Predicted dislocation densities in particle-containing alloys.
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There are comparatively few direct measurements of the stored energy of particle-
containing alloys. Adam and Wolfenden (1978) found the stored energy of an Al-Mg-Si
alloy deformed to a strain of 0.1 to be some ten times that of pure aluminium.
Measurements of stored energy in particle-containing copper alloys by Baker and
Martin 1983a (fig. 9.6a), show an increase in stored energy with strain which is in
approximate agreement with equation 2.19 at low strains, with some indication that the
stored energy saturates at strains larger than ~1. Other measurements of the stored
energy of dispersion hardened copper alloys deformed to large strains (Bahk and Ashby
1975, Chin and Grant 1967) indicate that the stored energy in these alloys is not
significantly greater than for pure copper.

As the dislocation density is generally found to be directly related to the flow stress
(equation 2.2), some indication of the change in dislocation content with strain may
often be inferred from the stress-strain behaviour. From such experiments, there is
considerable evidence that the work hardening in two-phase alloys, which is initially
high, frequently falls to that of a comparable single-phase alloy after strains of ~0.05 in
copper (Lewis and Martin 1963), in steels (Anand and Gurland 1976), and in aluminium
alloys (Lloyd and Kenny 1980).

In summary, it is apparent that the large increase in dislocation density predicted by
equation 2.19 and figure 2.29, for alloys containing small non-deformable particles are only
obtained for very small strains, and that at the larger strains which are usually of
importance for recrystallizing materials, dynamic recovery may reduce the dislocation
density to a value little larger than that for a single-phase alloy.

2.9.2.2 Cell and subgrain structures

It has often been reported that particles affect the dislocation cell structures formed on
deformation. As discussed in §2.2.3, cell and subgrain structures are products of
dynamic recovery and will therefore be greatly influenced by any parameters which
affect the generation or the recovery of dislocations.

A dispersion of small non-deformable second-phase particles results in dislocation
generation (§2.9.2.1) and also affects dynamic recovery by impeding the movement of
dislocations. Dislocations will only pass strong particles if the local stress exceeds that
given by equation 2.12. Therefore although dislocations will be free to move in the
regions between particles, they will tend to be held up at particles. In a similar manner,
the particles will pin cell or subgrain boundaries (§4.6). Recovery processes which occur
on a scale smaller than the interparticle spacing (1) will therefore be relatively unaffected
by the particles, but recovery processes involving rearrangement of dislocations on a
scale larger than the interparticle spacing will be hindered. The interparticle spacing may
therefore be expected to affect the size and misorientation of the dislocation cells or
subgrains. The cell size (D) is typically 0.5-1 pm in many metals and decreases with
increasing strain (fig. 2.4). If A <D we would expect the cell structure to be affected by
the particles. However, if A > D, the particles would be expected to have little effect on
cell formation.

The cell size — Observations of cell formation in dispersion strengthened copper
with very small interparticle spacing (A~0.1 pum) (Lewis and Martin 1963 and
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Brimhall et al. 1966) indicate that compared with copper, the dislocation cells are
more diffuse, form at larger strains, and have a size related to the interparticle
spacing. However, in oxide-containing aluminium (Hansen and Bay 1972) and
copper (Baker and Martin 1983b), where the interparticle spacing is 0.3 to 0.4 pm,
the cell size was not found to significantly differ from that of the pure matrix. In a
study of the effect of strain on the substructure of two-phase aluminium alloys,
Lloyd and Kenny (1980) found that at low strains the cell size was related to the
interparticle spacing, but at larger strains, the cell size was reduced and was almost
independent of particle size as shown in figure 2.30. Recent EBSD measurements shown
in table 2.7 also indicate that the cell sizes in particle-containing and particle-free alloys
are similar.

The cell misorientation — Early electron diffraction experiments on copper (e.g. Brimhall
et al. 1966) indicated that the lattice misorientation between cells in alloys with a small
interparticle spacing, was less than in the single-phase matrix. However, later work on
copper (e.g. Baker and Martin 1983b) and aluminium (Hansen and Bay 1972), in which
the interparticle spacings were larger, found the misorientations to be similar to those of
single-phase alloys.

Results of a recent EBSD investigation of aluminium and copper alloys, both of which
have been shown to contain sufficient particles to prevent recrystallization, are shown in
table 2.7. For both aluminium and copper, the particles do not significantly affect the
cell size. However, in both cases the cell misorientations are greatly reduced by the
particles, and it is significant that the long range orientation gradients, which were
measured as the extreme (uncorrelated) misorientations within a 10 um x 10 um area,
were also shown to be much smaller in the particle-containing materials. These give
general confirmation of the earlier results which showed that where the interparticle
spacing is similar to the cell size, there is a corresponding homogenisation of the
deformation microstructure.

5
Alloy | A (um)
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E A | Al-0.5%Ni 1.4
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% o | Al-6%Ni 0.54
= 2
[0
O
1 -
O [o} N
0 1 1 1 1 1
0 0.5 1.0 15 2.0 25
True strain

Fig. 2.30. The cell size as a function of strain in AI-Ni alloys, (after Lloyd and
Kenny 1980).
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Table 2.7
The effects of small, non-deformable, second-phase particles on local and long range
misorientations in copper and aluminium, determined by EBSD. (Al-Si samples from
Humphreys and Brough (1997), Cu-Al,O; samples from Humphreys and
Ardakani (1996)).

Alloy Particle Subgrain Orientation

d (um) Fy A (um) | Size (um) | Mis’n (°) Slil’geidl g)iuirlll
Al-0.1Mg — — — 0.9 2.1 12
Al-0.8Si 0.10 8§x 1073 0.80 1.1 1.4 7
Cu (5n) — — — 0.35 1.5 21
Cu-Al,0O4 0.05 7x1073 0.43 0.32 0.9 9

2.9.2.3 Larger scale deformation heterogeneities

There is less evidence as to the effect of non-deformable particles on larger scale
heterogeneities in the deformation structure such as deformation bands or shear bands.
During the deformation of single-phase alloys, a grain may, in addition to changing
orientation, deform inhomogeneously and divide into regions of different orientation as
shown in figures 2.31a and b (cf. fig. 2.8c), and Habiby and Humphreys (1993) found
evidence that large (>1 pm) silicon particles could act as nucleation sites for such
deformation bands in aluminium. Humphreys and Ardakani (1994) found that during
the deformation in plane-strain compression of aluminium crystals of the unstable
(001)[110] orientation, the crystal split into two orientations which rotated towards the
stable ‘copper’ orientations (112)[111] and (112)[111], as shown schematically in figure
2.31b. Large non-deforming particles, by modifying the plastic deformation close to the
particle caused a small portion of crystal to rotate in the ‘wrong’ sense (fig. 2.31c), thus
nucleating a small deformation band within one of the components which had the
orientation of the other component. Ferry and Humphreys (1996b) found a similar
effect in particle-containing crystals of the {011} <100> Goss orientation.

It is probable that large inclusions may be responsible for nucleating deformation bands
by such a mechanism in many commercial alloys. However there is no indication
(Habiby and Humphreys 1993) that sub-micron sized particles have any significant
effect on the scale of deformation band formation in aluminium.

Particles may also affect the formation of shear bands which, as discussed in §2.8 are often
the result of a low rate of work hardening. This is frequently found for alloys containing
deformable second-phase particles (§2.9.1), and a number of investigations have reported
the formation of shear bands in such alloys (e.g. Kamma and Hornbogen 1976, Sanders
and Starke 1982, Liicke and Engler 1990). In alloys containing large volume fractions of
non-deformable particles, the initially high work hardening rate is not maintained to high
strains and therefore these materials may also be prone to the formation of shear bands.
Examples of this have been noted for Al-Mg-Si alloys (Liu and Doherty 1986) and for
aluminium matrix particulate composites (Humphreys et al. 1990).
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Fig. 2.31. The nucleation of deformation bands at particles. (a) Undeformed
crystal of unstable orientation, (b) Formation of deformation bands in the
deformed single-phase crystal, (c) Formation of small deformation bands at
particles, (d) Optical micrograph showing deformation zone associated with

a 10 um particle in an Al-Si crystal of the same orientation, (Humphreys and

Ardakani 1994).

2.9.3 Dislocation structures at individual particles

We have seen that second-phase particles affect the density and distribution of
dislocations in the matrix, and that this may influence the driving force for
recrystallization. In addition, we need to consider the accumulation of dislocations in
the vicinity of large particles as this may lead to these regions becoming sites for
recrystallization nucleation.

As discussed in §2.9.2, if the particles are strong enough to resist the passage
of dislocations, then Orowan loops may be formed, and the stress on a particle from
a single Orowan loop is given by equation 2.13. During continued deformation,
more loops will form and the resulting stress will rapidly rise to a level where, if the
particle does not deform, there will be local plastic flow or plastic relaxation in the
matrix to relieve these stresses. Because of the high stresses associated with them,
Orowan loops are very unstable and are rarely observed. The nature of this plastic
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relaxation has been extensively studied for single crystals deformed to low strains, and
to a much lesser extent in single crystals or polycrystals deformed to large strains. We
are primarily interested here in those aspects of the deformation structures which are
relevant to recrystallization, and for further details of the dislocation mechanisms the
reader is referred to the reviews of Brown (1985) and Humphreys (1985).

For small particles and low strains, plastic relaxation generally involves the generation of
prismatic dislocation loops, which are of lower energy than Orowan loops. These may be
prismatic loops of the same Burgers vector as the gliding dislocations (primary prismatic
loops) or alternatively, secondary prismatic loops of a different Burgers vector may be
generated. In deformed single crystals, rows of primary prismatic loops aligned with the
particles are found as seen in figure 2.32. In polycrystals, although aligned rows of loops
are not generally observed, there is evidence that prismatic loops are formed at the
particles.

At larger strains and larger particles, more complex dislocation structures are formed,
and these are often associated with local lattice rotations close to the particles (fig 2.33),
and such regions are commonly termed particle deformation zones. The form and
distribution of such dislocation structures at particles are primarily functions of the
strain and the particle size, although other factors such as shape, interface strength and
matrix are known to be important (see e.g. Humphreys 1985). The effect of strain and
particle size on the relaxation mechanisms in aluminium single crystals is summarised in
figure 2.34. The transition from the dislocation structures such as figure 2.32 which are
considered as non-rotational or ‘laminar plastic flow’ to the particle deformation zones
such as in figure 2.33, which can be considered to involve ‘rotational plastic flow’, is
difficult to predict theoretically as it is on a scale which is midway between dislocation
and continuum mechanics. Brown (1997), using a dislocation plasticity model, has

0.4um

Fig. 2.32.  Primary prismatic loops at Al,O5 particles in an a-brass crystal,
(Humphreys 1985).
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(111) trace

Fig. 2.33. Deformation zones at a silica particle above and below the primary slip
plane, (111), in a deformed «a-brass crystal. The primary Burgers vector is normal to the
page, (Humphreys and Stewart 1972).
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Fig. 2.34. Deformation mechanisms at particles in aluminium as a function of strain
and normalised particle radius, (after Humphreys 1979a).

suggested that the transition at a particle of diameter d may occur at a shear strain (s)
given by
3 2
2
= <13> (‘/— “G) (2.20)
d of

where « is a constant of ~0.5 and oy is the friction stress in the matrix.
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The deformation zones formed at large particles are of particular interest as they are the

source of particle stimulated nucleation of recrystallization (PSN) and may therefore have
a strong influence on the grain size and texture after recrystallization.

2.9.4 Deformation zones at particles

Most of the detailed measurements of deformation zones at particles have been made on
particle-containing single crystals oriented for single slip, and deformed in tension,
although some information about the orientations within the deformation zones has
been obtained from single crystals deformed in plane strain compression, and from
deformed polycrystals.

2.9.4.1 Single crystals deformed in tension

In particle-containing single crystals of copper and aluminium, oriented for single slip,
and deformed in tension (Humphreys 1979a) found that for particles of diameter less
than 0.1 um, deformation zones with local lattice rotations were not formed, and in such
cases it was assumed that plastic relaxation occurred by the generation of prismatic
loops as discussed above.

At larger particles, local lattice rotations were found to occur about the <112>
roller axis perpendicular to both the primary Burgers vector and the primary slip
plane normal. The maximum rotation (6,,,,,) Which was found to be close to the particle-
matrix interface, and to decrease with distance (x) from the particle as shown in
figure 2.35, dropped to a level indistinguishable from that of the matrix at distances of
the order of the particle diameter (x ~d). The data were found to fit an empirical

12°—‘

1o | 1
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Distance from Particle, x (um)

Fig. 2.35. Lattice misorientation at a 3 um silicon particle in a deformed aluminium
crystal as a function of distance from the interface, (Humphreys 1979a).
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Fig. 2.36. The mean maximum misorientation at particles as a function of strain and
particles size, (data from Humphreys 1979a).

equation of the form

tan 0 = tan O exp(— %) (2.21)

where ¢; is a constant equal to 1.8.

For particles of diameter greater than ~2.5 pm, 6,,,, was found to be a function only of
the shear strain, s, (fig 2.36), indicating that lattice rotations were the only relaxation
mechanism. The relationship between 6,,,, and s was of the form

Omax = Cotan™!'s (2.22)

where ¢, is a constant of the order of unity.

For particles in the size range 0.1 to ~2.5 pm, the maximum misorientation was a
function of both strain and particle size as shown in figure 2.36, indicating that plastic
relaxation occurred both by the formation of prismatic loops and rotated deformation
zones. For such particles, the maximum misorientation (¢,,,) was found to fit the
empirical equation

0 =0.8 Opax(d — 0.1)°? (2.23)

max
where d is the particle diameter expressed in microns.

For elongated particles, it was found that the maximum misorientation occurred at the
ends of the particle.



62 Recrystallization

The detailed shape of the deformation zones described above was not determined,
although the rotated regions tend to lie above and below the primary slip plane as seen
in figure 2.33. In order to discuss recrystallization of the deformation zones in §9.3, it is
convenient to have a semi-quantitative model of the zones, in which we assume that the
zone is an ‘onion skin’ structure of concentric spherical low angle boundaries (fig 9.12).
The distribution of dislocations in the deformation zone is directly related to the
orientation distribution as given by equation 2.21.

The orientation gradient, df/dx, at a distance x from the surface of the particle is
given by

de ¢} tan Oy OS2 0 c1X
v e -z 2.24
dx d exp( d ) 2.24)
and the dislocation density p, at distance x, assuming the low angle boundaries to
comprise square networks of dislocations, is

_ 2¢; tan B, cos> eexp(— clcx> (2.25)

bd d

2.9.4.2 Single crystals deformed by plane strain compression or rolling

The microstructures of particle-containing aluminium single crystals of the following
orientations, deformed in channel die plane strain compression have been investigated:
{001} <110> (Humphreys and Ardakani 1994), {011} <100> (Ferry and Humphreys
1996b), {011} <011 > (Ferry and Humphreys 1996¢). These have shown the rotations
within the particle deformation zone to be related to the operating slip systems. The
rotation axes are usually close to the transverse direction (TD), or to a nearby <112>
axis (see fig. 9.16a). These results are in agreement with those of the previous section,
confirming that the subgrain size was considerably smaller in the deformation zones,
that larger misorientations were found at the edges of platelike particles, and that the
deformation zone typically extended for a distance of one particle diameter from the
particle surface. Later investigations of rolled particle-containing aluminium crystals
(Engler et al. 1999, 2001) have produced similar results.

2.9.4.3 Deformed polycrystals

There is little quantitative data for deformation zones in polycrystals mainly because of
the severe experimental difficulties inherent in such measurements. The deformation
zone in a rolled alloy is generally found to be elongated in the rolling direction as shown
schematically in figure 2.37. Regions of highly misoriented small subgrains of diameter
<0.1 um are found close to the particle, but further away, the subgrains are elongated
and distorted by the presence of the particle (Humphreys 1977, Hansen and Bay 1981).
An example of the microstructure adjacent to large particles after cold rolling to a strain
of 3.9, is shown in figure 14.4.

Few systematic studies of misorientations have been made, and it is commonly reported
that even after large strains, the misorientation between the matrix and the deformation
zone is of the order of 30°—40°, (e.g. Gawne and Higgins 1969, Humphreys 1977, Herbst
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Rotated Zone Distorted Region

Fig. 2.37. A deformation zone in a rolled polycrystal, (after Porter and
Humphreys 1979).

and Huber 1978, Bay and Hansen 1979, Liu et al. 1989). These misorientations were
typically measured as angle-axis pairs, defined as the minimum angle of rotation (and the
rotation axis) necessary to bring the crystals into register (§4.2). Because of the symmetry
of cubic crystals, this is not necessarily the same as the physical misorientation which has
occurred during deformation, and a mean misorientation of ~40° would be measured for
randomly oriented crystals (§4.2). Therefore from such experimental measurements, we
can only deduce that the physical misorientations are at least as large as the measured
values, but because of the crystal symmetry they could be considerably larger.

A TEM microtexture technique in which the orientation spread within a small volume
adjacent to a particle is measured (Humphreys 1983), has been used to investigate the
misorientations within deformation zones at particles in polycrystalline aluminium
deformed in uniaxial compression (Humphreys and Kalu 1990), and it was found that in
many cases more than one deformation zone was formed per particle, and that the
magnitude of the rotations increased with both strain and particle size. The recent
development of High Resolution Electron Backscatter Diffraction (EBSD) has enabled
the size, shape and orientation of deformation zones at particles in rolled polycrystals to
be determined, and an example is shown in figure 2.38.

2.9.4.4 Modelling the deformation zone

The formation of a deformation zone at a micron-sized particle in a polycrystal during
rolling is a process which occurs at a scale which is difficult to model successfully. The
process is too complex to be analysed accurately in terms of individual dislocation
reactions, whilst larger scale models such as finite element models have not been able to
incorporate the subtle fine-scale size-dependent features of the deformation zones.
Simple models based on dislocations and crystal plasticity have been proposed by
Ashby (1966), Sandstréom (1980), Grsund and Nes (1988), Humphreys and Kalu (1990)
and Humphreys and Ardakani (1994). For the simplest case, of particles in a crystal
deforming by single slip (§2.9.4.1), the best approach is currently the dislocation
plasticity model of Brown (1997), which predicts that the misorientation in the
deformation zone (¢) decreases with distance (x) from the particle of diameter d as

tang = — B <9> (2.26)
2 X
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(b)

Fig. 2.38. EBSD measurement of misorientations at a 3 pm particle in an aluminium
alloy (AA1200), cold rolled 75%. (a) EBSD map showing highly misoriented regions
adjacent to the particle. (b) 100 pole figure of the area. The colours used for both map
and pole figure represent rotations about the transverse direction (TD), blue in one
direction and red in the other, with the matrix orientation green, (courtesy of A.P.
Clarke). (See colour plate section).
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Fig. 2.39. Results of 2-D CPFEM simulation of plane strain deformation of a particle-
containing {001} < 110> crystal deformed to a strain of 0.5 in plane strain compression.
(a) von Mises effective strain, (b) crystal rotation about the constrained direction, in
degrees (TD), (Humphreys and Bate 2002). (See colour plate section).

which gives a reasonable fit to the experimental data of Humphreys (1979a), as does the
empirical equation 2.21. However, none of these models make a realistic attempt to
predict the shape of the deformation zone.

For more complex situations, such as single crystals or polycrystals deformed in plane
strain compression, some success has been achieved by incorporating crystal plasticity
into finite element models (CPFEM) (Bate 1999). Figures 2.39a and b show the strain
and orientation distributions predicted for a crystal of aluminium of initial orientation
{001} < 110> deformed to a strain of 0.5, which was the case examined experimentally
by Humphreys and Ardakani (1994). There is a good general agreement between the
model (fig. 2.39b) and experiment (shown in fig. 2.31c), with the two ‘plumes’ of
material near the particle rotating in the opposite sense to the matrix, toward the
complementary ‘copper’ orientation.
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The main drawback of such models is their lack of a length scale, i.e., the particles could
be of any size, whereas in reality, it is known that there is a strong size effect for smaller
particles as shown in figures 2.34 and 2.36. Gradient plasticity has been incorporated
into finite element models in order to introduce a length scale (Fleck and Hutchinson
1994, Bassani 2001). However, incorporation of gradient plasticity into the CPFEM
modelling of deformation at particles as described above, has been shown to have only a
small effect on the results (Humphreys and Bate 2002), and has not predicted the
reduction in the extent or magnitude of the deformation zones for small particles, which
is found experimentally.
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Chapter 3

DEFORMATION TEXTURES

3.1 INTRODUCTION

Many mechanical and physical properties of crystals are anisotropic, and therefore the
properties of a polycrystalline aggregate will depend on whether the individual grains or
subgrains, which comprise the sample, are randomly oriented or tend to have some
preferred crystallographic orientation. The sum of the crystallographic orientations of
the crystallites within a polycrystalline aggregate is known as the texture of the material.
Conventionally, the texture and microstructure of a material have been considered
separately. However, as techniques to determine the orientations of microstructure on a
local scale (microtexture) have been developed as discussed in Appendix 1, the
distinction between microstructure and texture has become somewhat blurred, and the
orientation and dimensional parameters of the microstructure are often considered
together. Nevertheless, because textures require special methods of representation
(Appendix 1), it is useful to consider the orientation changes that take place during
deformation separately from the microstructural development which was discussed in
chapter 2.

The orientation changes that take place during deformation are not random. They are a
consequence of the fact that deformation occurs on the most favourably oriented slip or
twinning systems and it follows that the deformed metal acquires a preferred orientation
or texture. If the metal is subsequently recrystallized, nucleation occurs preferentially in
association with specific features of the microstructure, i.e. with regions of particular
orientation. The ability of the nucleus to grow may also be influenced by the
orientations of adjacent regions in the microstructure. Together these features,

67
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nucleation and growth, ensure that a texture also develops in the recrystallized metal.
Such textures are called recrystallization textures to distinguish them from the related
but quite different deformation textures from which they develop. In this chapter we are
concerned only with deformation textures and their relationship to microstructure, and
recrystallization textures are considered separately in chapter 12. A detailed account of
the voluminous, early literature relating to textures of both types is to be found in the
text of Wassermann and Grewen (1962) and the review of Dillamore and Roberts
(1965). More recent accounts are to be found in the reports of a regular series of
international conferences (§1.2.2).

The representation of crystallographic textures is complex. Until recently the standard
method of representing textures was by means of pole figures (see, for example Barrett
and Massalski 1980, Hatherly and Hutchinson 1979, Randle and Engler 2000).
Nowadays there is increasing use of orientation distribution functions (ODFs) which give
a more complete description of the texture. For those unfamiliar with texture analysis,
details of the various methods of texture acquisition and representation are given in
Appendix 1.

Most of the texture data available in the literature and almost all of the ODF data refers
to rolled materials. For this reason the brief account that follows is concerned mainly
with rolling textures. The deformation textures of fcc metals are determined primarily
by the stacking fault energy (ysrg). At one extreme, exemplified by aluminium with ygpg
~170 mJm~2 and copper with yspg ~80 mJm™2, slip is the deformation mode and the
rolling textures, after large reductions, are very similar to that of figure 3.1a. At the
other extreme, metals and alloys of low stacking fault energy (ysre < 25 mJm™2), such
as 70:30 brass, austenitic stainless steel or silver, develop a quite different texture,
which is similar to that of figure 3.1b. The term texture tranmsition is widely used
to describe the changes that occur over the intermediate range of ysgg. It is customary
to refer to the textures of metals with high values of yspg as pure metal textures to
distinguish them from the alloy type textures characteristic of materials with low values
of ysre-

3.2.1 Pure metal texture

The 100 and 111 pole figures for 95% cold rolled aluminium are shown in figure 3.2
(Grewen and Huber 1978); it is to be noted that the pole figures for rolled copper (fig.
3.1a) are almost identical. Superimposed on the pole figure of figure 3.2 are the ideal
orientations, {112} <111>, {110} <112>, {123} <412>, that are commonly used to
describe the texture. Nowadays the last of these has been largely replaced by the slightly
different orientation {123} <634>. A number of the common texture components
have acquired the simple names and symbols given in table 3.1 which also gives details
of the Euler angles of the main texture components of rolled fcc metals in the first
subspace.
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(a) (b)

Fig. 3.1. 111 Pole figures of 95% cold rolled fcc metals; (a) copper; (b) 70:30 brass,
(Hirsch and Liicke 1988a).

A (123) [412) RD
A (011) [211] K‘A 44
A (112)[111] 4

(a) (b)

Fig. 3.2. Pole figures of 95% cold rolled aluminium; (a) 100 pole figure; (b) 111 pole
figure showing positions of several ideal orientations, (Grewen and Huber 1978).

Examination of figure 3.2 shows that no combination of these orientations corresponds
to all of the high intensity regions and therefore a description of the texture in terms of
these ideal components is inadequate. More information is given by describing the
texture as a spread of orientations from {112} <111> through {123} <412> to
{110} < 112> but such a description does not specify the crystallographic nature of the
orientations within the spread.
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Table 3.1
Texture components in rolled fcc metals (1st subspace).

Component, {hkl} <uvw > o 0] ¥
symbol

Copper, C 112 111 90 35 45

S 123 634 59 37 63

Goss, G 011 100 0 45 90

Brass, B 011 211 35 45 90

Dillamore, D 44,11 11,11,8 90 27 45

Cube 001 100 0 0 0

Max 14R

Fig. 3.3.  ODF of 90% cold rolled aluminium. The positions of some important
orientations are indicated, (Hirsch 1990b).

A better description of the texture is provided by the ODF as shown for 95% cold rolled
aluminium in figure 3.3. The first, and most important observation is that the texture is
now represented by a continuous tube of orientations which runs from {110} <112> (B)
at ® =45°, ¢, =90°, ¢; =35° through {123} <634 > (S) at ® =37°, ¢, =63°, ¢; =59° to
{112} <111> (C) at ® =35°, ¢, =45°, ¢, =90°. A schematic representation of the tube
is given in figure 3.4 where one of the two branches has been omitted for the sake of
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Fig. 3.4. Schematic representation of the fcc rolling texture in the first subspace of
three dimensional Euler angle space, (after Hirsch and Liicke 1988a).

clarity. The omitted branch is that observed in the sections ¢, =0-45°. The tube shown
in figure 3.4 can also be described in terms of its axis or skeleton line. By convention the
axis of the tube shown is called the g-fibre and many recent studies of rolled fcc metals
report data only in the form of orientation density along this fibre (Hirsch and Liicke
1988a). A second fibre, the a-fibre can be seen in figure 3.4 where it extends from
{110} <001 > (G) at ® =45°, 9, =90°, ¢; =0° to {110} < 112> (B) at & =45°, ¢, =90°,
Y= 35°.

Figure 3.5 shows the orientation density values along the « and gB-fibres for rolled
copper. For low reductions the variation of intensity along the fibres is small with values
of 2-4 times random (xR). The homogeneity along the fibres deteriorates as rolling
continues and this occurs first in the a-fibre. By 95% reduction the o tube has almost
disappeared from the texture but the g tube is still prominent. If further rolling occurs,
deterioration of the g8 tube begins and pronounced peaks develop. In particular the S
component strengthens to become the major component of heavily rolled copper or
aluminium. Hirsch and Liicke (1988a) discuss these results in great detail in their
analysis of texture development in rolled fcc metals. The essential points are that at low
strains the textures are best described by relatively homogeneous orientation tubes,
whereas at high strains these degenerate into peaks corresponding to the texture
components of table 3.1.

The ODF can also be used to describe the texture quantitatively in terms of a small
number of major components. In this technique the volume fractions, M;, of the selected
components are calculated for the appropriate volumes of ODF space. The derived
values for 95% cold rolled copper, whose ODF is similar to that of figure 3.3 are given
in table 3.2.
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Fig. 3.5. Orientation densities f(g) along the major fibres in 95% cold rolled copper;
(a) a-fibre; (b) p-fibre; (c) t-fibre, (Hirsch and Liicke 1988a).

Table 3.2
Volume percentages of major orientations in 95% cold-rolled copper
(Hirsch and Liicke 1988a).

Component M; Component M;, %
Copper, C 27 Brass, B 8
S 38 B/S, {168} <211> 18
Goss, G 3 Other 6

3.2.2 Alloy texture

The pole figure of figure 3.1b and the ODF of figure 3.6 show that metals with low
values of yspg develop sharp {110} <112> textures. By comparison with metals with
high values of yspg the a-fibre is much more prominent in the alloy texture (see the
@, =0° section at ®=45° and ¢, =0-35°). Also present in the alloy texture are two
further fibres referred to as the y and t-fibres (Hirsch and Liicke 1988a). The t-fibre
is a significant feature of the texture of materials with intermediate values of yspg
(~40 mIm~2). All four fibres associated with rolled fcc metals are shown in figure 3.7.
The y-fibre corresponds to volume elements with {111} planes parallel to the rolling
plane, i.e. to the aligned deformation twins in the microstructure (see fig. 2.21) and
extends from {111} <112> at ®=155°, ¢, =45° ¢;=30/90° to {111} <110> at
® =55°, 9, =45°, ¢; =0/60°. The 7-fibre corresponds to orientations having a <110>
direction parallel to TD and extends along the line ¢; =90°, in the ¢, =45° section from
the {112} <111>, C, orientation to the {110} <001 >, G, orientation at ®=35° and
90° respectively.
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Fig. 3.7. Plots of important fibres in fcc materials, (Hirsch and Liicke 1988b).
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Fig. 3.8. Orientation densities f(g) along the major fibres in 70:30 brass, cold rolled to
various reductions; (a) a-fibre; (b) B-fibre; (c) z-fibre, (Hirsch and Liicke 1988a).

Figure 3.8 shows the intensity of the «, 8 and t-fibres for cold rolled 70:30 brass. It may
be seen that as deformation proceeds,

e the « tube is retained with the Goss component remaining strong,
e the Brass component strengthens steadily with rolling,
e Dboth the Copper and S components become less significant.

Although the ‘alloy’ textures discussed above were found in fcc materials of low
stacking fault energy, there is good evidence that similar textures occur in alloys of
copper and aluminium which do not have low stacking fault energies. Engler (2000) has
shown that the addition of manganese to copper, which does not affect the stacking
fault energy, leads to a very similar transition in the rolling texture to that discussed
above. High strength, age-hardenable aluminium alloys, particularly Al-Li alloys, also
develop strong {110} <112> rolling textures (Bowen 1990, Liicke and Engler 1990),
which are quite different from those of other aluminium alloys, and an example of this is
seen in figure 3.16. The reasons for such a texture transition are discussed in §3.7.3.

3.3 DEFORMATION TEXTURES IN BODY-CENTRED CUBIC (BCC) METALS

The deformation textures of bec metals and alloys are generally more complex than those
of fcc metals and despite the overwhelming importance of the steel industry they have
been less extensively investigated, much of the research coming from the groups of
Hutchinson and Liicke (see, e.g. the reviews of Hutchinson 1984, Raabe and Liicke 1994,
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Fig. 3.9. Rolling texture of 90% cold rolled low carbon steel; (a) 200 pole figure
(Hutchinson 1984); (b) ODF (Liicke and Hélscher 1991).

Hutchinson and Ryde 1997). The rolling texture of iron and low carbon steel is largely
independent of composition and processing variables and even such major micro-
structural inhomogeneities as shear bands have little effect. A typical 200 pole figure is
shown in figure 3.9a, where the positions of four prominent orientations are highlighted:-
(111} <112>, {110} <011>, {211}<011> and {111}<110>. Table 3.3 gives the
Miller indices and Euler angles of the important bee rolling texture components.

An ODF from a 90% cold rolled low carbon steel is shown in figure 3.9. The nature of
the bece rolling texture is such that the data are sometimes best displayed by sections at
constant values of ¢, rather than ¢, as for fcc metals, and this is done in figure 3.9b.
However, in many cases the important information can be portrayed by a single section
at ¢, =45° (see table 3.3), and most authors now prefer to discuss the textures of bcc
steels solely in terms of this section.

An ODF section at ¢, =45° for a cold rolled interstitial-free (IF) steel is shown in figure
3.10a, and the location of important texture components are shown in figure 3.10b. It
may be seen that the main components lie in two bands forming a letter L. The upright
band represents a partial fibre texture with the <110> fibre axis parallel to the rolling
direction, and spreads from (001)[110] to approximately (111)[110] as the angle ® varies
from 0° to ~55°. This fibre, which includes the components {001} <110>,
{211} <011 > and {111} <011> is usually known as the a-fibre. The horizontal band
occurs at ®~ 55° and spreads through all values of ¢;. This y-fibre can be described as a
complete fibre texture with <111> parallel to the sheet normal. Reference to figure
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Table 3.3
Texture components in rolled bce metals.
{hkl} <uvw > @1 P o3
001 110 45 0 0
211 011 51 66 63
111 011 60 55 45
111 112 90 55 45
11,11,8 44,11 90 63 45
110 110 0 90 45
- o, 90 o _ o 90°
D & (001)[110] (001)[070] (001)[110]
— o-fibre
4
@ (112)[170]
)10

9 (223)[170] .
® 8 & @ ,/_Yﬁbre‘ (11)[172]

A0 (121 (111)[0T)

4
T, — (554)225]
/\1\///"”%
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Fig. 3.10. ¢, =45 section of ODF for cold rolled IF steel; (a) experimental data, (b)
location of important texture components, (Hutchinson and Ryde 1997).

3.10b shows that it contains the two pairs of equivalent orientations (1n[iioy,
(11D[121], (111D[011] and (111)[112].

The orientation density along the a-fibre (fig. 3.11) increases fairly uniformly with strain
up to ~70% reduction but with further rolling {112} <110> and {111} <110> become
more prominent. The y-fibre is relatively uniform at reductions up to 80% but
thereafter the {111} <110> component strengthens.

3.4 DEFORMATION TEXTURES IN CLOSE PACKED HEXAGONAL (CPH)
METALS

The information available for cph metals is rather limited, and reviews of the results of
experiments and modelling are given by Philippe (1994) and Kocks et al. (1998). It is to
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Fig. 3.11. Development of rolling texture in cold rolled, low carbon steel as shown by
orientation density along the a-fibre, (von Schlippenbach and Liicke 1984).

be expected from the data given in table 2.5 that the rolling texture will be influenced by
the c/a ratio and the particular slip systems that operate (Grewen 1973).

For metals with c/a close to the ideal value of 1.633 the rolling texture has a strong
{0001} <1100> component which is a direct consequence of the favoured basal plane
slip (fig. 3.12a). In zinc and cadmium which have higher c/a ratios the basal planes are
tilted some 20-30° about the transverse direction (fig. 3.12b). Such a texture is
predictable if basal slip is combined with twinning as shown by the microstructure of
deformed cph metals. For the remaining metals with c/a less than ideal, the basal planes
are again rotated out of the rolling plane but this time the rotation axis is parallel to RD
rather than TD and the tilt angle is 30—40° (fig. 3.12¢); the rotation axis is <1010>.
Several recent investigations using ODF analysis have confirmed the earlier pole figure
analyses (Philippe 1994).

In the case of titanium, for example, the major components of the texture after 90%
reduction are {1214} <1010>, {1212} <1010> and {1210} <1010> all of which have
the <1010> RD alignment (Inoue and Inakazu 1988). The first and most important of
these can be seen at ® =37°, ¢; =0°, ¢, =0° in figure 3.13. This component develops
only at reductions greater than ~50%, and at this level of deformation twinning
becomes a major deformation mode. It should be noted that the symmetry of cph metals
is such that only values of ¢, in the range 0-60° need to be shown in the ODF.
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Fig. 3.12. Rolling textures (0002 pole figures) of cold rolled cph metals:
(a) magnesium, c/a ideal; (b) zinc, c/a high; (c) titanium c/a low, (Hatherly and
Hutchinson 1979).
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Fig. 3.13. Rolling texture of 90% cold rolled titanium, (Nauer-Gerhardt and
Bunge 1988).

3.5 FIBRE TEXTURES

The deformation textures of materials deformed by uniaxial processes such as tension,
wire drawing, extrusion etc., are invariably fibre textures and the results are most
commonly expressed as inverse pole figures. For fcc metals the texture is described
simply as a double fibre texture with <111> and <100 > parallel to the axis as shown
in figure 3.14. The relative proportions of each are determined primarily by ysrg and
vary from very small amounts of the <100 > component in metals like aluminium (ysgg
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Fig. 3.14. Inverse pole figure for cold drawn aluminium wire, (Hatherly and
Hutchinson 1979).

high) to nearly 100% in materials with low values of ygrg like silver (Schmidt and
Wassermann 1927). For bce metals the fibre axis is always <110> and in cph metals
the preferred axisis <1010 >. Compression textures are somewhat different and almost
opposite to those just described. For fcc metals a <110> texture is most frequently
reported but in some low ygpg materials <111> components also form. Most bcc
metals develop textures containing mixed < 100> and < 111> components as shown in
figure 2.19b. For a more detailed account of this subject the reader is referred to Barrett
and Massalski (1980).

3.6 FACTORS WHICH INFLUENCE TEXTURE DEVELOPMENT

In the previous sections, we have discussed the nature of the textures formed during the
deformation of metals. The strength of the textures and the balance between the various
texture components will depend on the texture of the starting material, and we will not
discuss this further, except to state that very few undeformed metals, either cast or
recrystallized have random textures. The strength of the deformation textures increase
with deformation as the grains align themselves according to crystal plasticity
considerations, and the effect of rolling reduction in fcc and bec alloys is seen in
figures 3.5, 3.8 and 3.11. In addition to strain, there are a number of factors which may
affect the deformation texture, and these are briefly considered below.

3.6.1 Rolling geometry and friction

Most analyses of the textures developed on rolling, assume that plane strain conditions
apply and that the texture develops uniformly through the thickness of the material.
However, this is rarely true in practice, and through-thickness variations are commonly
found (e.g. Dillamore and Roberts 1965). The two most important parameters are the
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rolling geometry and the friction. Within the roll gap there is a neutral plane in which
the relative velocity of the sample and rolls changes direction. Shears of opposite sense
are imposed on the deforming material on either side of the neutral plane, and thus
material near the sample surface undergoes shear in both directions (redundant shear).
The texture gradients though the sheet are greatest for small diameter rolls, small
reductions per pass, and for thick sheet.

The texture heterogeneity becomes more pronounced under conditions of high friction.
The surface shear textures developed in fcc metals include {001} <110> and
{111} <110> components, and figure 3.15 from the work of Benum et al. (1994),
shows the strong {001} <110> texture developed near the surface of an aluminium
alloy cold rolled without lubricant. With well lubricated rolls, the texture near the
surface was similar to the typical rolling texture shown in figure 3.3.

Through-thickness variations in texture are also influenced by the properties of the
material, and are particularly severe in high strength aluminium alloys (Bowen 1990),
and figure 3.16 shows the variation of texture through the thickness of rolled Al-Li
(AA8090) plate.

3.6.2 Deformation temperature

The temperature of deformation may influence the development of texture and, as many
industrial rolling operations are carried out warm or hot, this is an important
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Fig. 3.15. Formation of a shear texture near the surface of an Al-Mn alloy (AA3003),
cold rolled with no lubricant, (Benum et al. 1994).
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Fig. 3.16. The through-thickness variation of texture in rolled Al-Li (AA8090) 1.6 mm
sheet, (Bowen 1990).

parameter. Factors which may alter the texture during rolling at elevated temperatures
include an increased rate of dynamic recovery, an increase in the homogeneity of
deformation or the operation of different slip systems (Bacroix and Jonas 1988).

In copper, (Hatherly et al. 1986), and aluminium (Bate and Oscarsson 1990) an increase
in the Brass texture component is found at elevated temperatures. The increased
stability of the Cube texture in aluminium during high temperature deformation is of
particular importance and is discussed in §13.2.4.

In ferrite, the presence of interstitial elements has been found to have a strong effect on
texture formation during warm rolling. Barnett and Jonas (1997) showed that the
interstitials provided a viscous drag on dislocations, resulting in a positive strain rate
sensitivity, whereas in interstitial-free (IF) steels, where the interstitial atoms are
combined in stable particles (TiN, TiC), this behaviour is not shown. In figure 3.17 the
effect of temperature on the strain-rate sensitivity index (m) is shown for steels with and
without interstitial carbon, and compared with the texture sharpness. For the IF steels,
m is close to zero at all temperatures, and there is little change in the strength of the
texture with temperature. However, the low-carbon steel has a regime of weakened
texture around 300°C when m is negative, but a much stronger texture above 400°C
where m is markedly positive. The positive strain rate sensitivity leads to more
homogeneous deformation (Barnett 1998), which, in agreement with plasticity models
(Hutchinson 1999), results in a sharpened texture.

3.6.3 Grain size

There is disagreement in the early literature as to whether or not grain size has an
influence on the deformation texture. Some of this discrepancy has been resolved by the
work of Hansen et al. (1985), who found that in aluminium, the textures after rolling
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Fig. 3.17. The effect of ferrite rolling temperature for interstitial free (IF) and low-
carbon (LC) steels on (a) Strain rate sensitivity index (m), (b) Strength of the
deformation texture, (Barnett and Jonas 1997).

reductions larger than 90% were almost unaffected by the initial grain size. However, at
intermediate strains, textures developed more slowly in coarse-grained material. It is
likely that this effect is caused by the tendency of large-grained material to deform
inhomogeneously via deformation banding as discussed in §2.7. Lee and Duggan (1993)
have modelled the effect of deformation banding on texture formation and shown that it
is expected to retard texture development.

3.6.4 Shear banding

The formation of shear bands (§2.8) may change the deformation texture. In fcc metals
of medium to high stacking fault energy, shear bands may occur when there is extensive
solid solution hardening, e.g. Al-Mg (Duckham et al. 2001), Cu—Mn (Engler 2000) or if
the material contains deformable second-phase particles (Liicke and Engler 1990). Shear
bands tend to cause rotation of the material about the transverse direction, and this may
lead to changes in intensity of the texture and an intensity redistribution along the
pB-fibre. In particular, the Copper component is weakened and the Brass and Goss
components strengthened by shear banding.

3.6.5 Second-phase particles

The effect of second-phase particles on the deformation texture depends on the size,
volume fraction and strength of the particles. A dispersion of small deformable particles
generally leads to an increased yield strength but little work hardening (§2.9.1), and in



Deformation Textures 83

this situation it is likely that shear banding will occur, with the effect on texture
discussed above (Liicke and Engler 1990).

Large (> 1 pum) non-deformable particles are associated with a zone of lattice rotation
(§2.9.4), and in these regions the formation of the normal deformation texture is
disrupted (§2.9.4). The volume of this zone is comparable to that of the particle, and
therefore for conventional alloys, in which the particle volume fraction is typically less
than ~0.05, the overall effect on the deformation texture is small. However, in
particulate metal matrix composites, which have up to 30% by volume of particles, the
volume of the particle deformation zones is significant, and the deformation textures
may be very weak (Bowen and Humphreys 1991).

3.7 THEORIES OF DEFORMATION TEXTURE DEVELOPMENT

There have been many attempts to predict the evolution of textures during deformation,
based on theories of polycrystalline plasticity. This is a very large and active research
field which we cannot attempt to cover in detail, and will only briefly outline some of the
approaches. For a clear account of the underlying basic principles, the reader is referred
to Reid (1973), and reviews of the application of polycrystalline plasticity theory to
texture development are given by Gil Sevillano (1980) and Kocks et al. (1998).

The early theories of polycrystalline plasticity were based on a macroscopic approach in
which the grains in a sample deformed in response to the imposed strain according to
some overall principles. More recent models have taken account of the interactions
between individual grains.

3.7.1 Macroscopic models

3.7.1.1 The Sachs theory

In the earliest of the theories, the lower bound or Sachs model (Sachs 1928), it is
assumed that each grain deforms independently of its neighbours and on the slip system
that has the greatest resolved shear stress, i.e. in precisely the manner of an uncon-
strained single crystal of the same orientation.

In these circumstances a crystal (grain) deforms on the most highly stressed slip system,
and an fcc crystal deformed in uniaxial tension will, for example, rotate untila <112>
direction is parallel to the tensile axis, and will rotate towards < 110> in compression
(see Reid 1973). If sheet rolling is approximated to a biaxial stress state with compression
in the normal direction, and tension in the rolling direction, then an unconstrained crystal
will rotate to a stable {011} <211 > orientation (the Brass orientation).

3.7.1.2 The Taylor theory

In the alternative, upper bound or full constraints model of Taylor (1938) it is assumed
that all grains undergo the same shape change, i.e. that of the overall polycrystalline
specimen. The strain tensor is always symmetrical and together with the constant
volume requirement for plasticity gives five independent strain components. To match
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these exactly requires five independent shears, i.e. homogeneous slip on five independent
slip systems. In cubic crystals there are a large number of ways of choosing five
particular slip systems from all those available (384 combinations in fcc), and Taylor
assumed that the combination of slip systems selected for a grain during an increment of
deformation was that which achieved the required strain with the minimum internal
work. The alternative but equivalent ‘maximum work principle’ of Bishop and Hill
(1951), suggested that the state of stress required to cause a given increment of strain is
the one that maximises the work done on the material by the applied stress.

The stresses required to activate a slip system are expressed by the orientation or Taylor
factor (M) which is defined as tc/o, where o is the external stress and tc is critical
resolved shear stress on each of the slip systems activated. Grains with a low value of M
are thus favourably oriented for deformation.

On the Taylor model, a bee grain deforming by {110} <111 > slip in uniaxial tension is
predicted to rotate towards <110> (fig. 2.19a), whereas an fcc crystal will rotate
towards either the <111> or <100> orientation depending on the starting
orientation. (Note that the predicted strain path is the same as that shown for bee in
figure 2.19a, but with the arrows reversed.)

3.7.1.3 Relaxed constraints models

A later development was the formulation of the so-called relaxed constraints models to
account for the deformation of non-equiaxed grains (Honeff and Mecking 1978, Kocks
and Canova 1981, Hirsch and Liicke 1988b). This term is used in order to distinguish
such models, which allow the operation of less than five independent slip systems, from
the full constraints model of Taylor and the zero constraints model of Sachs. Like these
the relaxed constraints models assume that slip is homogeneous within a grain and that
any effects of individual location within the microstructure can be ignored, i.e. all grains
of the same orientation behave similarly. It is then assumed that during rolling some
shear is permitted in the planes defined by ND-RD (fig. 3.18b), ND-TD (fig. 3.18¢c) and
RD-TD (fig. 3.18d) either separately or in combination. It will be clear from figure 3.18
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Fig. 3.18.  The changes resulting from the deformation of an originally cubic grain
under conditions of (a) full constraints, and (b)—(d) relaxed constraints as defined in the
text, (after Hirsch and Lucke 1988b).
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that the first two of these are possible at reasonably high strains, because any
incompatibility between neighbouring grains must be decreasing as the ratio of grain
thickness to length or width decreases. The situation is quite different for RD-TD
relaxation where the incompatibility between flat grains increases rapidly with strain.
The various relaxations lead to different grain shapes and consequently the models are
also referred to as lath (ND-RD relaxation) or pancake (combined ND-RD/ND-TD
relaxation) type models.

3.7.1.4 Predicting the rolling texture

During plastic deformation, grain orientations change according to the selection of slip
systems and the amount of slip occurring on each. Although the orientations of most
grains will alter significantly during deformation, some will not, and others will change
only slowly. The behaviour depends on both the crystal structure and the geometry of
the deformation process. Stable orientations are defined as those which stay constant
and towards which all neighbouring orientations move during deformation. Metastable
orientations are those from which orientations move away, but where the rate of
orientation change may be very small. These orientations, which are listed in tables 3.1
and 3.3, will therefore dominate the deformation textures. The models discussed in
§3.7.1.2 and §3.7.1.3 may be used to make detailed predictions about the formation of
deformation textures, and the following summary, for fcc materials, is based on the
review by Hirsch and Liicke (1988b).

e The full constraints Taylor model (fig. 3.18a) predicts a stable end orientation of
{4,4,11} <11,11,8>, sometimes referred to as the Dillamore orientation. The
stability of other orientations can be accounted for on the basis of the relaxed
constraints models discussed in §3.7.1.3.

e If some shear is allowed in the ND-RD plane (fig. 3.18b), then the {112} <111>, or
Copper orientation is the predicted stable end orientation.

e If only the ND-TD shear is allowed (fig. 3.18c), the {4,4,11} <11,11,8 >, Dillamore
orientation and the {123} <634 >, S orientation develop.

e If both ND-RD and ND-TD shears occur, i.e. free shear in the rolling plane, then
both Copper and S textures, with a spread along the g-fibre are predicted, which
is close to the texture found experimentally for copper and aluminium (figs. 3.3
and 3.5).

e If TD-RD shear is allowed (fig. 3.18d), the texture changes significantly and a strong
{011} <211>, brass component, together with other a-fibre components scattered
as far as the {011} <100> Goss texture is predicted, which is close to the observed
texture of brass seen in figure 3.6.

e The occurrence of other peaks in the deformation texture, particularly for highly
symmetrical metastable orientations such as {011} <100>, Goss or {001} <100>,
Cube, is due to the fact that although they are unstable, except at the exact ideal
orientation, flow away from them is slow, and therefore they persist, often until very
large strains.

3.7.1.5 Comparison with experiment
Neither the Sachs nor Taylor theories fully explains the changes taking place during
deformation, but there is general agreement that the Taylor model is better.
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There is considerable evidence that, particularly in large-grained specimens, the slip
behaviour in the centre of a grain is different from that near the grain boundaries (e.g.
Hirth 1972). In the boundary regions where the constraint of neighbouring grains is
greatest, more slip systems are active than in the centres of the grains, which are less
influenced by the boundaries. Therefore in the boundary regions the plasticity
approaches Taylor type behaviour, and in the grain centres it may approach Sachs
type behaviour (Kocks and Canova 1981, Leffers 1981). An important consequence of
such differences in slip activity across a grain is that the different parts of the grain
inevitably rotate to different orientations during the deformation and thus deformation
bands develop within a grain (§2.7).

The agreement between the experimental textures and those predicted by the Taylor
model is quite good for fcc metals with medium to high values of ysgg and for bee metals,
i.e. for metals that deform by slip. However, theory predicts textures that develop more
rapidly and are sharper than those observed in practice. In the case of metals with low
values of yspg the Taylor model is much less satisfactory and a Sachs type model gives
better results (Leffers 1981). In both cases the lack of accuracy has its origin mainly in the
failure of the simple theories to recognise the heterogeneities of deformation (§2.4) which
contribute so significantly to the microstructure. The texture predictions of the relaxed
constraints theories give improved results for high deformations. The incorporation of
grain size inhomogeneities such as deformation bands into models of texture
development is relatively straightforward (Lee et al. 1993), as these inhomogeneities
are directly related to the local crystal plasticity as discussed above.

3.7.2 Recent Models

In attempting to make better predictions of the nature and rate of formation of
deformation textures, more recent models abandon the assumption of homogeneous
strain, and use a variety of methods to predict textures. Some of these models are listed
below.

Self-consistent models. These use a mean field approach in which the deformation of
each crystallite is considered individually within the surroundings of a homogeneous
matrix (Molinari et al. 1987).

Grain neighbour interaction models. The LAMEL model (Van Houtte et al. 1999) starts
from the Taylor model and considers the deformation of pairs of grains.

Crystal plasticity finite element models. These models (e.g. Kalidindi et al. 1992) use
finite element methods, but include constitutive crystal plasticity equations. They can
take account not only of nearest neighbour grain interactions, but also long-range
interactions. However, they are very computer intensive.

3.7.3 The texture transition

One of the earliest attempts to incorporate microstructural heterogeneity was that of
Wassermann (1963) who suggested that the texture transition in fcc metals could be
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rationalised if the rolling textures of all fcc metals were considered to be similar at
low reductions (up to 50%) and to consist of a spread from {112} <111> (C) to
{011} <211> (B). Wassermann argued that in metals of low stacking fault energy, and
at larger strains, twinning occurred preferentially in crystals of the former orientation,
which were thereby rotated to {552} <115>. Normal slip would then result in the
development of the observed {110} <001 > orientation. However, this hypothesis has
been negated by subsequent TEM observations which show that the twins produced are
extremely fine (fig. 2.14) and bear no relationship to the bulk macroscopic features
envisaged by Wassermann.

There have been many subsequent attempts to explain the texture transition.
Hutchinson et al. (1979) recognized that the very fine twinned structures seen in
metals like 70:30 brass were incompatible with Wassermann’s concept of bulk twinning
and proposed a five-stage pattern of texture development that was more consistent with
microstructure:

(1) 0-50% reduction: rotations due to slip produce a copper type texture in both
copper and brass

(i) 40-60% reduction: fine twinning occurs in brass in suitably oriented grains,
especially near {112} <111>

(iii) 50-80% reduction: in twinned volumes slip is restricted to planes parallel to the
twin boundaries leading to overshooting and the formation of {I11} <uvw>
components by coupled rotation

(iv)  60-95% reduction: increasing volume of shear bands destroys the {111} <uvw >
orientations, inhibits components formed by homogeneous deformation and
contributes additional components including {110} <001 >

(v) Above 85% reduction: deformation becomes homogeneous leading to sharpening
of the stable {110} <112> texture.

Later work has cast some doubt on the similarity of the copper and brass textures in the
range 0-50% reduction. While the extensive ODF work of Hirsch and Liicke (1988a)
supports this view Leffers and Juul Jensen (1988) have shown that the development of
the {112} <111> component is different in copper and brass (15% Zn) and detailed
work by Gryzliecki et al. (1988) on a copper—germanium alloy (8.8% Ge) supports this
result. As shown earlier, twinning is certainly present in many of the grains of 70:30
brass at 50% reduction and some texture difference should be expected. There is also a
difficulty with the orientation changes occurring in the range 50-80% reduction where
the orientation {110} <112> has not been considered significant. The more recent
studies just mentioned have shown that this component is already developing at an early
stage and Lee et al. (1993) have argued that this can be accounted for by progressive
deformation banding. The subsequent rapid development of {110} <112> at high
strains is attributed by Chung et al. (1988) to a homogeneous shear deformation of the
fine crystallites formed by shear banding.

More recent work has considered the relationships between texture evolution and
deformation mode. El-Danaf et al. (2000) have examined copper and 70:30 brass after
deformation by simple and plane strain compression, and by shear. A texture transition
occurred at a true strain level of ~0.5 in both compression modes, but not in simple
shear at any strain level up to 1.62. Twinning was observed in brass specimens after all
three deformation modes. The authors concluded that the onset of the transition is
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connected with the rate of strain hardening and the onset of micro-scale, shear banding
rather than with twinning and point out that, although twinning leads to increased
strain hardening, the more significant factor is the onset of strain localisation and
subsequent shear band formation.

The work of Engler (2000) on copper-manganese alloys is particularly relevant to
discussion of the transition. In these alloys, the stacking fault energy remains relatively
unchanged in the range 0-12 at.% Mn but on rolling a strong texture transition was
observed. The rolling textures of 4, 8 and 12% Mn alloys were similar to those found in
rolled copper—zinc alloys containing 5, 10 and 30% Zn respectively. Figure 3.19 from
this work should be compared with figure 3.8b. Contrary to the work of El-Danaf et al.
(2000) a texture transition was not observed after deformation in simple compression.
Only limited metallography was reported, but shear band development, similar to that
found in copper (fig. 2.9¢), was observed at high strain levels in alloys containing 4 and
8% Mn; the frequency of shear banding was less than in the comparable copper—zinc
alloys. No evidence of twinning was reported and none would be expected in these
alloys. The experimental results were supported by calculations based on a modified
Taylor model that takes into consideration material parameters such as work hardening
rate and flow stress.

These results cast serious doubt on explanations of the transition based on deformation
by twinning and subsequent, extensive shear band formation. Engler proposed that the
transition is due to an increase in yield strength, which promotes shear band formation
thereby leading to the development of a strong brass component in the texture rather
than the copper component, and to the reported existence of short range order in the
copper—manganese system (Pfeiler 1988), which would favour planar slip and hence
shear band formation and the development of the brass component. The most

~{112} ~{123} ~ {011}
<111> <634> <211>
25 T L

N
o

—_
(6]

-
(=}

Orientation density, f(g)
[6;]

45° 60° 75° 90°
¢, —>

Fig. 3.19. The g-fibre intensity in Cu-8%Mn, cold rolled to various reductions,
showing the development of a strong {011} <211> texture component, (after
Engler, 2000).
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significant result, however, is the failure to observe a texture transition after
deformation in uniaxial compression. If this is due to a yield stress effect, it would
suggest that the transition may be associated only with deformation by plane strain
compression and rolling.

Although, as discussed above, the texture transition was first reported in fcc alloys of
low stacking fault energy, and interpreted in terms of the onset of deformation twinning,
it is now known that in addition to these materials, a similar transition occurs in copper—
manganese alloys as discussed above, and there is also similar texture transition which
occurs in age-hardened aluminium alloys (§3.2.2), in which planar slip is promoted by the
deformable second-phase particles (§2.9.1). The available evidence therefore suggests that
the texture transition in fcc alloys is primarily a result of the onset of planar slip and shear
banding.
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Chapter 4
THE STRUCTURE AND

ENERGY OF GRAIN
BOUNDARIES

4.1 INTRODUCTION

The majority of the book is concerned with the ways in which boundaries separating
regions of different crystallographic orientation are formed or are rearranged on
annealing either during or after deformation. In this chapter we will introduce some
aspects of the structure and properties of these boundaries and in chapter 5 we discuss
the migration and the mobility of boundaries. We will concentrate on those aspects of
grain boundaries which are most relevant to recovery, recrystallization and grain
growth and will not attempt to give a full coverage of the subject. Further information
on grain boundaries may be found in the books by Hirth and Lothe (1968), Bollmann
(1970), Gleiter and Chalmers (1972), Chadwick and Smith (1976), Balluffi (1980), Wolf
and Yip (1992), Sutton and Balluffi (1995) and Gottstein and Shvindlerman (1999).

If we consider a grain boundary such as that shown in figure 4.1, the overall geometry of
the boundary is defined by the orientation of the boundary plane AB with respect to one
of the two crystals (two degrees of freedom) and by the smallest rotation (6) required to
make the two crystals coincident (three degrees of freedom). There are thus five
macroscopic degrees of freedom which define the geometry of the boundary. In addition
to this, the boundary structure is dependent on three microscopic degrees of freedom,
which are the rigid body translations parallel and perpendicular to the boundary. The

91
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Fig. 4.1. A grain boundary between two crystals misoriented by an angle 6 about an
axis normal to the page.

structure of the boundary depends also on the local displacements at the atomic level
and is influenced by external variables such as temperature and pressure, and internal
parameters such as bonding, composition and defect structure. As many of the
properties of a grain boundary are dependent on its structure, a knowledge of boundary
structure is a necessary prerequisite to understanding its behaviour. Although there has
been extensive experimental and theoretical work in this area over the past few decades,
there is still a great deal of uncertainty about the structure and properties of boundaries.
Most of this work has been carried out for static boundaries and there is even more
uncertainty over the structure, energy and properties of the migrating boundaries which
will be important during annealing. In addition, most of the experimental measurements
have been made close to the melting temperature. We must therefore recognise that our
ability to understand the phenomena of recovery, recrystallization and grain growth
may well be limited by our lack of knowledge of the boundaries themselves.

It is convenient to divide grain boundaries into those whose misorientation is greater
than a certain angle — high angle grain boundaries (HAGB), and those whose
misorientation is less than this angle — low angle grain boundaries (LAGB). The angle
at which the transition from low to high angle boundaries occurs is typically taken as
between 10° and 15° and is to some extent dependent on what properties of the boundary
are of interest. As a very general guide, low angle boundaries are those which can be
considered to be composed of arrays of dislocations and whose structure and properties
vary as a function of misorientation, whilst high angle boundaries are those whose
structure and properties are not generally dependent on the misorientation. However, as
discussed below, there are ‘special’ high angle boundaries which do have characteristic
structures and properties, and therefore a crude division of boundaries into these two
broad categories must be used with caution.

4.2 THE ORIENTATION RELATIONSHIP BETWEEN GRAINS

As discussed above, there are five macroscopic degrees of freedom needed to define a
boundary. However, it is difficult to determine the orientation of the boundary plane
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experimentally (§A2.6.3), and in many cases, we neglect it and consider only the three
parameters which define the orientation between the two grains adjacent to a boundary.
It should however be recognised that the use of such an incomplete description of a
boundary may cause problems in the interpretation of boundary behaviour.

The relative orientation of two cubic crystals is formally described by the rotation of one
crystal which brings it into the same orientation as the other crystal. This may be
defined by the rotation matrix

ai ap a3
R = Ay dyy A3 (41)
a3p 43y asz

where aj; are column vectors of direction cosines between the cartesian axes. The sums of
the squares of each row and of each column are unity, the dot products between column
vectors are zero, so only three independent parameters are involved. The rotation angle
(0) is given by

2cosh + 1 = aj; +ax +as; 4.2)
and the direction of the rotation axis [uvw] is given by

[(a32 —a3), (a13 —a3y), (a2 —a)l. (4.3)

In cubic materials, because of the symmetry, the relative orientations of two grains can
be described in 24 different ways. In the absence of any special symmetry, it is
conventional to describe the rotation by the angle/axis pair associated with the smallest
misorientation angle, and this is sometimes called the disorientation. The range of 6
which can occur is therefore limited, and Mackenzie (1958) has shown that the
maximum value of 0 is 45° for <100>, 60° for <111>, 60.72° for <110> and a
maximum of 62.8° for <1,1,,/2—1>. For a polycrystal containing grains of random
orientation, the distribution of 6 is as shown in figure 4.2, with a mean of 40°.

It should be emphasised that the misorientation distribution shown in figure 4.2 will
only occur for a random grain assembly, and that a non-random distribution of
orientations (i.e. a crystallographic texture) such as is normally found after
thermomechanical processing, will alter the misorientation distribution. Examples of
this are found in strongly textured material where the large volume of similarly oriented
grains results in a large number of low/medium angle boundaries (e.g. figs. 14.3a, and
A2.1), and in materials containing large numbers of special boundaries (i.e. the
coincidence site boundaries discussed in §4.4.1) as shown in figure 11.8.

Figure 4.2 shows the distribution of misorientation angles regardless of the
misorientation axes. However, if proximity to a specific misorientation axis is specified,
the distribution may be markedly altered. For example figure 4.3 shows the distribution
of misorientation angles predicted for a randomly oriented grain assembly in which only
the axes closest to <110> are considered. The curve now shows two peaks, and as
demonstrated by Hutchinson et al. (1996), experimental observation of such peaks may
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Fig. 4.2. The misorientation distribution for a randomly oriented assembly of grains.
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Fig. 4.3. The distribution of misorientation angles for a randomly oriented assembly
of grains, for rotation axes closest to <110>, (after Hutchinson et al. 1996).

be wrongly interpreted as evidence of a predominance of boundaries with special
orientation relationships.

As discussed in appendix 2, the technique of electron backscatter diffraction (EBSD),
allows misorientation distributions of the type shown in figure 4.2, sometimes known as
Mackenzie plots, to be readily obtained. As shown in figure A2.1, such plots provide an
excellent ‘fingerprint’ of the microstructure, and are likely to become extensively used in
the future.

The angle/axis notation described above is commonly used to express misorientations.
However, there are several other ways of expressing the orientation relationship,
including Euler angles (misorientation distribution functions) and Rodrigues-Frank space.
The use of these methods for describing absolute orientations is outlined in appendix 1
and will not be further considered here.
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4.3 LOW ANGLE GRAIN BOUNDARIES

A low angle boundary or sub-boundary can be represented by an array of dislocations
(Burgers 1940, Read and Shockley 1950). The simplest such boundary is the
symmetrical tilt boundary, shown schematically in figure 4.4 in which the lattices on
either side of the boundary are related by a misorientation about an axis which lies in
the plane of the boundary. The boundary consists of a wall of parallel edge dislocation
aligned perpendicular to the slip plane. Such boundaries were first revealed as arrays of
etch pits on the surface of crystals, but are now more commonly observed by
transmission electron microscopy.

4.3.1 Tilt boundaries

If the spacing of the dislocations of Burgers vector b in the boundary is h, then the
crystals on either side of the boundary are misoriented by a small angle 0, where

b
0~ B (4.4)
The energy of such a boundary y, is given (Read and Shockley 1950) as:
Vs = Yo O(A — In0) 4.5)

where yo=Gb/4n(1 —v), A=1+In(b/2nry) and ry is the radius of the dislocation core,
usually taken as between b and 5b.

According to this equation, the energy of a tilt boundary increases with increasing
misorientation (decreasing h) as shown in figure 4.5. Combining equations 4.4 and 4.5
we note that as 6 increases, the energy per dislocation decreases as shown in figure 4.5,
showing that a material will achieve a lower energy if the same number of dislocations
are arranged in fewer, but higher angle boundaries. As shown in figure 4.6, the theory is
in good agreement with experimental measurements for small values of 6, although it is

Fig. 44. A symmetrical tilt boundary.
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Fig. 4.5. The energy of a tilt boundary and the energy per dislocation as a function of
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Fig. 4.6. The measured (symbols) and calculated (solid line) energy of low angle tilt
boundaries as a function of misorientation, for various metals, (after Read 1953).

unreasonable to use this dislocation model for large misorientations, because when 6
exceeds ~15°, the dislocation cores will overlap, the dislocations lose their identity and
the simple dislocation theory on which equation 4.5 is based becomes inappropriate.

It is often convenient (Read 1953) to use equation 4.5 in a form where the boundary
energy (ys) and misorientation (0) are normalised with respect to the values of these
parameters (y,, and 6,,,) when the boundary becomes a high angle boundary (i.e. 6~15°).

0 9
=y (1-m 2
v=rmy ( Om

m

)

(4.6)
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Fig. 4.7. The variation of the energy of low angle grain boundaries with misorientation
axis, (after Yang et al. 2001).

Although the Read-Shockley relationship is widely used, there have been very few
experimental measurements of the energy of low angle boundaries. However, detailed
measurements of triple junction geometry and crystallography in polycrystalline
aluminium foils, accompanied by statistical analysis have recently been used to
determine boundary energies by Yang et al. (2001). The results show good agreement
with the Read—Shockley relationship (equation 4.6). These authors also found a small
dependence of the energy of low angle boundaries on the misorientation axis as shown
in figure 4.7, with axes close to <100> having the highest energy and those close to
<111> the lowest.

4.3.2 Other low angle boundaries

In the more general case, dislocations of two or more Burgers vectors react to form
two-dimensional networks whose character depends on the types of dislocation
involved. For example a twist boundary, which is a boundary separating crystals
related by a misorientation about an axis lying perpendicular to the boundary plane,
may be formed by two sets of screw dislocations. If the Burgers vectors of the two sets
of dislocations are orthogonal then the dislocations do not react strongly and the
boundary consists of a square network of dislocations (fig. 4.8a,c). However, if the
Burgers vectors are such that the two sets of dislocations react to form dislocations of
a third Burgers vector as shown in figure 4.8b,d then a hexagonal network may be
formed. If h is the spacing of the dislocations in the network the misorientation () is
given approximately by equation 4.4. The exact shape of the dislocation network will
depend on the angle that the boundary plane makes with the crystals. Further details
of the reactions involved in forming low angle grain boundaries may be found in
textbooks on dislocation theory (e.g. Friedel 1964, Hirth and Lothe 1982, Hull and
Bacon 2001).
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Fig. 4.8. The formation of low angle twist boundaries from dislocation arrays.
(a) A square network formed from screw dislocations of orthogonal Burgers
vector, (b) A hexagonal network formed by screw dislocations with 120° Burgers
vectors, (¢) TEM micrograph of a square twist boundary in copper, (Humphreys
and Martin 1968), (d) TEM micrograph of a hexagonal twist boundary in copper,
(Humphreys and Martin 1968).

4.4 HIGH ANGLE GRAIN BOUNDARIES

Although the structure of low angle grain boundaries is reasonably well understood,
much less is known about the structure of high angle grain boundaries. Early theories
suggested that the grain boundary consisted of a thin ‘amorphous layer’ (§1.2.1), but it is
now known that these boundaries consist of regions of good and bad matching between
the two grains. The concept of the coincidence site lattice (CSL) (Kronberg and Wilson
1949), and extensive computer modelling, together with atomic resolution microscopy
have in recent years considerably advanced the subject.

4.4.1 The coincidence site lattice

Consider two interpenetrating crystal lattices and translate them so as to bring a lattice
point of each into coincidence, as in figure 4.9. If other points in the two lattices coincide
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Table 4.1
Rotation axes and angles for coincidence site lattices of ¥ < 31.

z [ Axis Frequency %

1 0 Any 2.28
3 60 <111> 1.76
5 36.87 <100> 1.23
7 38.21 <111> 0.99
9 38.94 <110> 1.02
11 50.48 <110> 0.75
13a 22.62 <100> 0.29
13b 27.80 <111> 0.39
15 48.19 <210> 0.94
17a 28.07 <100> 0.20
17b 61.93 <221> 0.39
19a 26.53 <110> 0.33
19b 46.83 <111> 0.22
2la 21.79 <111> 0.19
21b 44.40 <211> 0.57
23 40.45 <311> 0.50
25a 16.25 <100 > 0.11
25b 51.68 <331> 0.44
27a 31.58 <110> 0.20
27b 3542 <210> 0.39
29a 43.61 <100> 0.09
29b 46.39 <221> 0.35

Data from Mykura 1980. Column 4, lists the frequencies of the occurrence of the boundaries
predicted for a random grain assemble (Pan and Adams 1994), using the Brandon criterion.

(the solid circles in fig. 4.9), then these points form the coincident site lattice.
The reciprocal of the ratio of CSL sites to lattice sites is denoted by X. For example
in figure 4.9, ¥ is seen to be 5. In the general case where there is no simple
orientation relationship between the grains, X is large and the boundary, which has
no special properties, is often referred to as a random boundary. However,
for certain orientation relationships for which there is a good fit between the grains,
¥ is small and this may confer some special properties on the boundary. Good examples
of this are the coherent twin (X3) boundary shown in figure 4.10, low angle grain
boundaries (X1), and the high mobility £7 boundaries in fcc materials which are
discussed in §5.3.2.
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Fig. 4.9. A coincident site lattice (X5) formed from two simple cubic lattices rotated by
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Fig. 4.10. A coherent twin (X3) boundary.

The concept of Grain Boundary Engineering, in which the properties of the material are
improved by processing the material so as to maximise the number of CSL or ‘special’
boundaries has been developed in recent years (Watanabe 1984), and is discussed in
more detail in §11.3.2.3.

Further details of the geometry of CSL boundaries and extensive tables of CSL
relationships may be found in Brandon et al. (1964), Grimmer et al. (1974), Mykura
(1980) and Warrington (1980). Table 4.1 shows the relationship between X and the
angle/axis rotation for boundaries up to and including ¥29.

4.4.2 The structure of high angle boundaries

The atomic structure at the grain boundary is determined by relaxation of the atoms,
which is dependent on the nature of the atomic bonding forces, and there has been
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Fig. 4.11. The repeating structural units in a special grain boundary, (after
Gleiter 1971).

extensive computer simulation of these structures (e.g. Gleiter 1971, Weins 1972, Vitek
et al. 1980, Balluffi 1982, Wolf and Merkle 1992). It is predicted that a high degree of
atomic-level coherency is maintained across the boundary and that regular, well defined
structural units are formed. In the boundary of figure 4.11, the repeating structural units
are shaded.

The CSL is a geometric relationship and any deviation from the exact coincidence
relationship discussed above will destroy the CSL. However, even in this situation the
boundary structure can be maintained by introducing grain boundary dislocations which
can locally accommodate the mismatch in much the same way as dislocations preserve
the lattice in low angle (X1) grain boundaries. The Burgers vector of the boundary
dislocations can be much smaller than a lattice vector. It is also predicted (King and
Smith 1980) that some grain boundary dislocations are associated with steps in the
boundary. These boundary defects are of importance in the mobility of boundaries and
are discussed further in §5.4.1.3.

The structure of grain boundaries has been extensively investigated by high resolution
electron microscopy and other techniques (e.g. Gronski 1980, Pond 1980, Sass and
Bristowe 1980, Krakow and Smith 1987, Seidman 1992, Wolf and Merkle 1992). The
experimental observations have broadly confirmed the computer calculations and show
that although the CSL is generally lost during the atomic relaxation at the boundaries,
the periodicity of the boundary structure is retained by a network of grain boundary
dislocations.

A CSL boundary which deviates from the exact relationship by an angle Af but in
which the structure is maintained by an array of grain boundary dislocations may still
possess the special properties appropriate to the CSL boundary, and it is therefore
useful to define Af. As A6 increases, the spacing of the boundary dislocations decreases
(equation 4.4) and the limiting value of A6 will be reached when the dislocation cores
overlap. The angular deviation limit will be related to the periodicity of the boundary,
and is often taken as the Brandon criterion (Brandon 1966).

AG < 155712 4.7)
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Observations of discrete grain boundary dislocations and measurements of the
properties of special boundaries (see e.g. Palumbo and Aust 1992, Randle 1996)
suggest that this criterion is too lax and that a better limit is

AO < 15576, (4.8)

4.4.3 The energy of high angle boundaries

On the basis of the structural models outlined above, it might be expected that the
energy of the boundary would be a minimum for an exact coincidence relationship
and that it would increase as the orientation deviated from this, due to the energy of
the network of accommodating boundary dislocations. However, the correlation
between the geometry and the energy of a boundary is more complicated than this
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(Goodhew 1980) as is illustrated by figure 4.12 which shows a comparison of the
measured and calculated energies of symmetrical tilt boundaries in aluminium. It can
be seen that low energy cusps are found only for the X3 (coherent twin) and X11
boundaries and that the predicted cusps for X5 and X9 are not detected. However,
more recent measurements of boundary energies in high purity metals (e.g. Miura et
al. 1990, Palumbo and Aust 1990) have found evidence for more low energy special
boundaries than were found in earlier work.

The experimental measurements of boundary energy have been reviewed by Palumbo
and Aust (1992). It is suggested that the lack of low energy cusps may in some
cases be due to an insensitivity in the measurement technique and in other cases
be due to small amounts of impurity. There is evidence that the energy and
presumably the structure of high angle boundaries is affected by impurity
segregation. Measurements of boundary energy in Ag-Au and Cu-Pb (Gleiter
1970a, Sauter et al. 1977) suggest that with increasing segregation, the energy of
special grain boundaries tends towards that of random boundaries as shown
schematically in figure 4.13, and more recent experiments (Palumbo and Aust 1992)
have confirmed this trend.

Sutton and Balluffi (1987) concluded from a survey of the experimental measurements
that there is no simple relationship between the energy of a boundary and the overall
geometry of the boundary as defined by the macroscopic degrees of freedom, and that
parameters such as a low value of ¥ were not necessarily indicative of a low energy. It
is likely that the boundary energy is determined primarily by the microscopic structure
of the boundary and that atomic bonding plays an important role. Computer
simulations (Smith et al. 1980, Wolf and Merkle 1992) suggest that the local
volume expansion or free volume associated with a boundary is important, and the
latter authors predict a linear relationship between boundary energy and volume
expansion.

Some caution is however needed in interpreting the experimental measurements of
boundary energy and applying these to the annealing processes considered later in this

without
segregation

with
segregation

Boundary energy

Misorientation

Fig. 4.13. Schematic diagram showing the changes in the energy versus misorientation
relationship due to solute atoms, with and without segregation at the boundaries,
(Sauter et al. 1977).
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Table 4.2

Measured grain boundary energies (mJm~2) (Data from Murr 1975).
Material High angle grain Coherent twin Incoherent twin
boundary energy boundary energy boundary energy

Ag 375 8 126

Al 324 75 —

Au 378 15 —

Cu 625 24 498

Cu-30 wt% Zn 595 14 —

Fe (y) 756 — —

Fe-3 wt% Si 617 — —

Stainless steel (304) 835 19 209

Ni 866 43 —

Sn 164 — —

Zn 340 — —

book, because such measurements are normally made at very high homologous
temperatures in order for equilibrium to be achieved. There is evidence both
from experiments (Gleiter and Chalmers 1972, Goodhew 1980, Shvindlerman and
Straumal 1985, Rabkin et al. 1991, Sutton and Balluffi 1995, Gottstein and
Shvindlerman 1999), and molecular dynamic simulations (Wolf 2001) that some special
boundaries may exhibit a phase transition at very high temperatures, and that this may
involve either a transformation to a different ordered structure or to a liquid-like
structure. Such transitions will have significant effects on the boundary energies and on
other properties such as diffusion and mobility, as is further discussed in §5.3.1.

It is to be expected that the structure and hence the energy of a special boundary will be
dependent on the actual plane of the boundary, as demonstrated by Lojkowski et al.
(1988). As shown in table 4.2, the energy of the X3 coherent twin boundary is much
smaller than that of the non-coherent boundary.

4.5 THE TOPOLOGY OF BOUNDARIES AND GRAINS

In addition to the structure and properties of individual grain boundaries we need to be
aware of the arrangements of boundaries within a material. As boundaries are non-
equilibrium defects, a single-phase material is in its most thermodynamically stable state
when all boundaries are removed. This is not often achieved and much of this book is
devoted to a discussion of the processes by which high and low angle boundaries are
eliminated or rearranged into metastable configurations. In this section we consider the
nature of these metastable arrangements of boundaries.
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edge «—vertex

Fig. 4.14. A 2-D section of a grain structure. The 4-rayed vertex at A will tend to
decompose into two 3-rayed vertices such as B and C.

C.S. Smith set out the topological requirements of space-filling and the role of boundary
tensions in his classic paper of 1952 and these have been reviewed by Atkinson (1988).
In both 2-D and 3-D, the microstructure consists of vertices joined by edges or sides
which surround faces as shown schematically in figure 4.14. In the 3-D case, the faces
surround cells or grains. The cells, faces, edges and vertices of any cellular structure obey
the conservation law of equation 4.9, known as Euler’s equation, provided that the face
or cell at infinity is not counted.

F—E+V =1 (2-D plane)

4.9
—C+F—-E+V =1 (3-D Euclidean space) “9)

where C is the number of cells, E edges, F faces and V vertices.

The number of edges joined to a given vertex is its coordination number z. For
topologically stable structures, z=3 in 2-D and z=4 in 3-D. Thus in 2-D, a 4-rayed
vertex such as that shown at A in figure 4.14 will be unstable and will decompose to
two 3-rayed vertices such as B and C.

4.5.1 Two-dimensional microstructures

In a two-dimensional microstructure, the material will be divided into grains or
subgrains separated by boundaries and, if boundaries are mobile, a local mechanical
equilibrium will be established at the vertices of grains. Consider the three grains 1, 2
and 3 shown in figure 4.15. The boundaries have specific energies y,, y13, and y»3, and
at equilibrium these energies are equivalent to boundary tensions per unit length. For
the three boundaries of figure 4.15 the stable condition is

Yio, Y13 Y23 (4.10)

sinay  sinen  sing
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Grain 1

Grain 2

Grain 3

Fig. 4.15. The forces at a boundary triple point.

Fig. 4.16. Body centred cubic packing of truncated octahedra, (after Smith 1952).

If all boundaries have the same energy, then equation 4.10 shows that the three grains
will meet at angles of 120°. In this situation an array of equal sized hexagonal grains
would be stable. Whatever the actual arrangement of the grains in a two-dimensional
microstructure, it follows from equation 4.9 that if z=3, the mean number of sides per
grain or cell is 6.

4.5.2 Three-dimensional microstructures

It has been shown (Smith 1952) that there is no three-dimensional plane-faced
polyhedron which, when repeated, can simultaneously completely fill space and balance
the boundary tensions. Truncated octahedra stacked in a bce arrangement as shown in
figure 4.16 come close, filling the space but not having the correct angles to balance the
boundary forces. The Kelvin tetrakaidecahedron, figure 4.17, which has doubly curved
boundary surfaces satisfies both conditions.

Polycrystalline materials are usually examined on a random planar section and therefore
sectioning effects will mean that the angles measured on the microstructure will not
necessarily be the true boundary angles. However, in microstructures of well annealed
single-phase materials, the sectioned grains often approximate to hexagons, and it
has been shown (Smith 1948) that the distribution of measured angles is Gaussian,
peaking at the true angle. Figure 4.18 shows some measurements for high angle grain
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Fig. 4.17. The Kelvin tetrakaidecahedron.
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Fig. 4.18. The frequency of grain boundary angles for high energy boundaries in
a-brass, (after Smith 1948).

boundaries in annealed a-brass. It may be seen that the data peak at 120° which is the
equilibrium angle.

If, as is usually the case, the boundary energies are not equal, the regular geometric
structures discussed above will not be stable. An example of this is the microstructure of
recrystallized w-brass, shown in figure 7.36, which contains both normal or ‘random’
high angle boundaries and low energy X3 coherent twins. The lower energy of the twin
boundaries is apparent from the angles, little larger than 90° which they make with the
random high angle boundaries at A. This should be compared with the angles at the
triple point B involving only high energy boundaries. For similar reasons, low angle
grain boundaries whose energies are strongly dependent on misorientation (fig. 4.6) are
rarely arranged at 120° to each other as seen in the recovered microstructure shown in
figure 6.21.

The instability resulting from the interaction between the space-filling requirements and
the boundary tensions, provides the driving pressure for the growth of subgrains and
grains which are discussed in later chapters.
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Fig. 4.19. The relative boundary energy for asymmetric [110] 11 tilt boundaries in
copper, as a function of boundary inclination, (after Goukon et al. 2000).

4.5.3 Grain boundary facets

The example of X3 twin boundaries discussed above and shown in figure 7.36, is an
extreme example of grain boundaries developing facets. Faceting of grain boundaries
has long been known to occur in many metals (see e.g. Sutton and Balluffi 1995,
Gottstein and Shvindlerman 1999). In order for a boundary to be facetted
spontaneously, the decrease in the total boundary energy must overcome the increase
in the total boundary area. Faceting is therefore only likely to occur under conditions
when the boundary energy depends strongly on the boundary plane, and the most
common situation is for low energy CSL boundaries. It is found that the faceting
behaviour of a particular boundary may be strongly dependent on the impurity level
(Ference and Balluffi 1988), and on the temperature (Hsieh and Balluffi 1989). Figure
4.19 shows the effect of boundary inclination angle on the relative energies of
asymmetric 11 {110] boundaries in copper (Goukon et al. 2000) and this has been
found to correlate well with the faceting behaviour. Faceting of the boundaries of
recrystallizing grains is also sometimes observed (§5.3.2.2), and an example is seen in
figure 5.16.

4.5.4 Boundary connectivity

The importance of non-random distribution of grain orientations or texture is
widely recognised and discussed in detail in chapters 3 and 12. However, it has
also been suggested that the non-random spatial distribution of grain misorientations
may also be important, particularly for CSL boundaries. If such boundaries have
values of properties such as strength or diffusivity which are markedly different from the
other boundaries, then clustering effects and their linking or connectivity may have an
influence on the chemical, physical or mechanical properties of the material (Watanabe
1994), and such effects are an important consideration in grain boundary engineering
(§11.3.2.3).
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4.5.5 Triple junctions

Although in this chapter we are mainly concerned with the properties of the grain faces
or boundaries, there is evidence that the properties of the vertices or triple junctions may
play a role in microstructural evolution and have an influence on grain growth and this
is considered in §5.5.

4.6 THE INTERACTION OF SECOND-PHASE PARTICLES
WITH BOUNDARIES

A dispersion of particles will exert a retarding force or pressure on a low angle or high
angle grain boundary and this may have a profound effect on the processes of recovery,
recrystallization and grain growth. The effect is known as Zener drag after the original
analysis by Zener which was published by Smith (1948). The magnitude of this
interaction depends the nature of the particle and interface, and the shape, size, spacing
and volume fraction of the particles. The definitions of the parameters of a second phase
distribution are given in appendix 2.8.

4.6.1 The drag force exerted by a single particle

4.6.1.1 General considerations
Let us consider first, the interaction of a boundary of specific energy y with a spherical
particle of radius r which has an incoherent interface.

If the boundary meets the particle at an angle 8 as shown in figure 4.20 then the
restraining force on the boundary is:

F = 27ry cosp sin 4.11)

The maximum restraining effect (Fg) is obtained when g=45°, when
Fs = nry (4.12)
As discussed by Nes et al. (1985), there have been many different derivations of this

force, but the result is usually similar to the above. It should be noted that when a
boundary intersects a particle, the particle effectively removes a region of boundary

y

e

Fig. 4.20. The interaction between a grain boundary and a spherical particle.
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equal to the intersection area and thus the energy of the system is lowered, and
boundaries are therefore attracted to particles.

Equation 4.12 predicts that the pinning force exerted by a particle should be
proportional to the grain boundary energy (y). Therefore we expect the pinning due
to low angle boundaries and low energy ¥ boundaries to be less than for ‘random’ high
angle boundaries. There is surprisingly little evidence of this, although Humphreys and
Ardakani (1996) showed that in copper, the pinning pressure on boundaries close to
40°<111> (X7) was some 10% smaller than for other high angle boundaries.

4.6.1.2 The effect of particle shape

The particle shape, if not spherical, will have some effect on the pinning force (Ryum et
al. 1983, Nes et al. 1985). The latter authors considered the interaction of a boundary
with an ellipsoidal particle as shown in figure 4.21. Their treatment assumes that the
grain boundary meets the particle at an angle of 90° and that the particle makes a planar
hole in the boundary. They calculated the drag force for the two extreme cases shown in
figure 4.21, and showed that the maximum forces were

2
1 Fi=Fs|———= 4.1
Case 1 s<(1 —|—e)e'/3) (4.13)
1+2.14
Case 2 fore > 1 F, =Fg (#) (4.14)
wel/2
Case 2 fore <1 F, = Fge"¥ (4.15)

where e is the eccentricity of the ellipsoidal particle. When e=1 then the particle is a
sphere, and Fg is the drag from a spherical particle of the same volume. Figure 4.22
shows how F; and F, vary with aspect ratio for a particle of constant volume. It can be
seen that the pinning force is only significantly larger than that of a spherical particle

Case 1

Fig. 4.21. The interaction of boundaries with an ellipsoidal particle,
(after Nes et al. 1985).
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1 2 3 4 5
Ellipsoid eccentricity (e)

Fig. 4.22. The drag force as a function of particle aspect ratio for the two cases
illustrated in figure 4.21, (after Nes et al. 1985).

for the case of thin plates meeting the boundary face-on and long needles meeting
the boundary edge-on.

Ringer et al. (1989) have analysed the interaction of a boundary with cubic particles.
The strength of the interaction depends upon the orientation of the cube relative to the
boundary and in the extreme case, when the cube side is parallel to the boundary, the
drag force is almost twice that of a sphere of the same volume. However, as this is a
special case, it is unlikely to be a very significant factor in practice.

4.6.1.3 Coherent particles

If a high angle grain boundary moves past a coherent particle then the particle will
generally lose coherence during the passage of the boundary. As the energy of the
incoherent interface is greater than that of the original coherent interface, energy is
required to cause this transformation, and this energy must be supplied by the moving
boundary. Therefore, as first shown by Ashby et al. (1969), coherent particles will be
more effective in pinning boundaries than will incoherent particles.

Following the analysis by Nes et al. (1985), if the grains are denoted 1 and 2 and the
particle as 3, as in figure 4.23a, then there are now three different boundary energies y;»,
y13 and y,;. These boundaries meet at the particle surface, and if equilibrium is
established then

Y23 = ¥31 + Y2 cos«a (4.16)

and

cosa = It} 4.17)
Y12

The drag force is then

Fc = 2nry cos(a — 0) cosé (4.18)
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F¢ is a maximum when 6 =¢/2 and o =0, giving
Fc = 2nry (4.19)

Thus coherent particles are twice as effective in pinning a grain boundary as incoherent
particles of the same size.

The passage of a high angle boundary past a coherent particle, results in the particle
losing coherency. As a small incoherent particle will be less stable (Gibbs-Thomson
effect), there are a number of alternative interactions. For example the particle may
dissolve during passage of the boundary and re-precipitate in a coherent orientation, it
may reorient itself to a coherent orientation, or the boundary may cut through the
particle (Doherty 1982).

Dissolution — There is experimental evidence that small coherent particles can be
dissolved by a moving boundary. The problem has been discussed by Doherty (1982)
and by Nes et al. (1985). The latter authors show that in these circumstances the pinning
force due to a coherent particle is dependent not only on the particle size, but also on the
concentration of the alloy. The pinning force is given by

2rAKTY | (Cy
F="——In(—|—-2ny 4.2
v 0 ( Ceq) Tyt (4.20)

where A = Avogadro’s number, k = Boltzmann’s constant, V is the molar volume of the
precipitate phase, C, is solute concentration, Ce, is the equilibrium concentration and y’
is the energy of the coherent interface.

Following dissolution, the particles may re-precipitate coherently behind the grain
boundary or alternatively discontinuous precipitation may occur at the boundary.

Coherent particles on a stationary boundary — If there is insufficient driving force for a
boundary to move past the coherent particles or to dissolve them then the particles will
become incoherent along the boundary. As a consequence of this, the equilibrium shape
of the particles on the boundary will alter as shown in figure 4.23b. The increase in
radius of curvature of the particles on the boundary will then cause them to coarsen at
the expense of the smaller spherical coherent particles, thus increasing the pinning of the
boundary (Howell and Bee 1980).

Passage of boundary through coherent particles — In some circumstances the precipitate
may be cut by the boundary and undergo the same orientation change as the grain
surrounding it, as shown in figure 4.23c. This has been observed in nickel alloys
containing the coherent y’ phase (Porter and Ralph 1981, Randle and Ralph 1986), and in
aluminium alloys containing semi-coherent Al;Sc particles (Jones and Humphreys 2001).

4.6.2 The drag pressure due to a distribution of particles

Having considered the pinning force from a single particle, we now need to calculate the
restraining pressure on the boundary due to an array of particles. This is a complicated
problem which has not yet been completely solved.
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Fig. 4.23. The interaction between a coherent particle and a high angle grain

boundary. (a) The boundary by-passes the particle; (b) The boundary halts at the
particles; (c) The boundary cuts through the particle.

4.6.2.1 Drag from a random distribution of particles
For a volume fraction Fy of randomly distributed spherical particles of radius r, the
number of particles per unit volume (Ny) is given (appendix 2.8) by

3Fv

V:*
4713

4.21)

If the boundary is planar, then particles within a distance r on either side of the
boundary will intersect it. Therefore the number of particles intersecting unit area of the
boundary is

3Fy
2mr?

Ns = 2rNy = (4.22)
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(a) ()

Fig. 4.24. Interaction of particles with (a) a rigid planar boundary; (b) a flexible
boundary.

The pinning pressure exerted by the particles on unit area of the boundary is given by
Pz = NsFs (4.23)
and hence from equations 4.12 and 4.22

_ 3Fyy

P
z 2r

(4.24)

This type of relationship was first proposed by Zener (Smith 1948), although in the
original paper because Ng was taken as r. Ny, the pinning pressure was half that of
equation 4.21. P as given by equation 4.24 is commonly known as the Zener pinning
pressure.

It is clear that this calculation is not rigorous, because if the boundary is rigid as is
assumed, then as many particles will be pushing the boundary one way as will be pulling
it the other as shown in figure 4.24a, and the net pinning pressure will be nil. (This is a
similar problem to that encountered in calculating the interaction of a dislocation with
an array of solute atoms). Therefore the boundary must relax locally from a planar
configuration, as shown in figure 4.24b, if pinning is to occur.

More rigorous calculations of the Zener drag have been attempted by many authors,
and the reader is referred to the reviews by Nes et al. (1985), Hillert (1988) and Doherty
et al. (1989) for further details. However, it is concluded that the more sophisticated
calculations do not lead to relationships which differ significantly from equation 4.24,
which remains widely used. Although some early computer simulations suggested that
the Zener drag was not given correctly by equation 4.24, more recent simulations by
Miodownic et al. (2000) have confirmed the Zener relationship (see also §11.4.2).

4.6.2.2 Effects of boundary-particle correlation

The assumption of a planar or near planar boundary as required to give the Zener
pinning pressure of equation 4.24 will only be reasonable if the grain or subgrain size is
very much larger than the interparticle spacing, as pointed out by Anand and Gurland
(1975), Hellman and Hillert (1975), Hutchinson and Duggan (1978), Hillert (1988), and
Hunderi and Ryum (1992a). If this is not the case, then we need to examine, albeit in a
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Fig. 4.25. Schematic diagram of the correlation between particles and boundaries as a
function of grain size.

simplified way, the consequences. In figure 4.25 we identify four important cases. In
figure 4.25a the grains are much smaller than the particle spacing, in figure 4.25b the
particle spacing and grain size are similar, in figure 4.25c the grain size is much larger
than the particle spacing and in figure 4.25d, the particles are inhomogeneously
distributed so as to lie only on the boundaries. In all these cases there is a strong
correlation between the particles and the boundaries, although an accurate assessment
of the pinning force is difficult and is dependent on the details of the particle and grain
(or subgrain) arrangement.

Consider the particles and boundaries which form the three-dimensional cubic arrays
shown in figure 4.25. For case a, it is reasonable to assume that all the particles lie not
only on boundaries, but at vertices in the grain structure, because in these positions the
particles, by removing the maximum boundary area, minimise the energy of the system.

If the grain edge length is D, then the grain boundary area per unit volume is 3/D. The
number of particles per unit area of boundary (N,) is given by

_ SNyD
T3

where § is a factor which depends on the positions of the particles in the boundaries. For
particles on boundary faces, § =1. For particles at the vertices as shown in figures 4.25

Na (4.25)
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(a) and (b), § =3 and hence, using equation 4.21
__SNyD 3DFy
T3 4

For incoherent spherical particles the pinning pressure on the boundary (P’z) will then
be given by

Na (4.26)

3DFVy
412
This relationship will be valid for grain sizes up to and including that shown in figure

4.25b, in which the grain size and particle spacing are the same (D). In this situation,
the spacing of the particles on the cubic lattice (L) is equal to D¢ and is given by

P’z = FsNj =

4.27)

413 173
L=De =N (22 4.28
C \% 3FV ( )
at which point the pinning force reaches a maximum P’z .« given by
12y F?
Py -V (4.29)

T

As the grain size increases beyond D¢, the number of particles per unit area of boundary
(NA) will decrease from that given by equation 4.26 and eventually reach Ng as given by
equation 4.22. We can treat this transition from correlated to non-correlated boundary
in the following approximate manner.

The number of boundary corners per unit volume in a material of grain size D is given
approximately by 1/D?, and the fraction of particles lying on these potent pinning sites
is therefore, for the condition D > Dc.

1

X = Ny D (4.30)

When D =Dc then from equation 4.28 we find X =1. Thus as the grains grow, a
diminishing fraction of particles is able to sit at the grain corners.

The number of corner-sited particles per unit area of boundary is then

Nc¢ = XNyD (4.31)
The remaining particles will sit on grain boundaries or grain edges or lie within the
grains. In this simple analysis we assume that the particles which are not sitting at

grain corners are intersected at random by boundaries and therefore the number per
unit area is

N; = 2rNy(1 — X) (4.32)
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Pinning pressure

Grain size

Fig. 4.26. The effect of grain size on the Zener pinning force for a given particle
dispersion.

Thus the total number of particles per unit area of boundary is N.+ N, and, using
equation 4.23, the pinning pressure is given by

Py = ary[X Ny D+ (1 — X)2 Ny 1] (4.33)

or, when D> D¢

1
P, =mary| —+(1 —
V4 y<D2 + ( NV D3

)2 Ny r) (4.34)
In figure 4.26, we show the pinning pressure on the boundary as a function of the grain
size. It can be seen that as the grain size increases, the pinning pressure rises according
to equation 4.27, peaks when the grain size approaches D¢ and eventually falls
(equation 4.33) to the Zener pinning pressure as given by equation 4.24.

It should be noted that actual values of the peak pinning pressure discussed here
are based on a very simple geometry and are not accurate. However, the principle that
the pinning pressure varies in a manner similar to that shown in figure 4.26
is undoubtedly correct and has some important implications for recovery, recrystalliza-
tion and grain growth of particle-containing materials which will be discussed in later
chapters.

4.6.2.3 Drag from non-random particle distributions

In many alloys the particles may not be randomly distributed. Of particular
importance is the situation in which the particles are concentrated in planar bands
as shown in figure 4.27. This type of structure is often found in rolled products such
as Al-killed steels, most commercial aluminium alloys, and products made by powder
metallurgy. In many cases the individual particles are also rod or plate-like and
aligned parallel to the rolling plane. Nes et al. (1985) have modelled the case shown
in figure 4.27a and have calculated the grain aspect ratio following primary
recrystallization.
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(a) (b)

Fig. 4.27. The interaction of boundaries with planar arrays of particles. (a) The effect
of boundary orientation on pinning; (b) Propagation of a boundary through planar
arrays of particles, (after Nes et al. 1985).

Fig. 4.28. (a) Transmission electron micrograph illustrating the pinning of low angle
boundaries by planar arrays of small oxide particles in a rolled aluminium billet
produced by powder metallurgy, (TD plane sections); (b) Optical micrograph of the
same material after recrystallization showing an elongated grain structure,
(Bowen et al. 1993).
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Let us assume that spherical particles of radius r are aggregated in bands of thickness t,
which are spaced a distance of L apart. A boundary AB lying parallel to the planar
bands experiences a drag

P/L
Pp; = % (4.35)

where Pz is the drag pressure if the particles are uniformly distributed as given by
equation 4.23.

The drag on a boundary lying perpendicular to the bands depends strongly on the
shape of the boundary. For example the curved boundary segment BC in figure 4.27a
does not experience any pinning. However, if the boundary is long, e.g. segment DE,
and if the driving pressure is uniformly distributed the average pinning pressure is Py.
In either case, the pinning force is significantly greater in the direction normal to the
bands and this anisotropy will be reflected in the shape of the grains or subgrains. Nes
et al. (1985) have shown that the boundary is expected to propagate in a staggered
manner as shown in figure 4.27b. Figure 4.28a is a transmission micrograph of a
rolled powder metallurgy aluminium sheet product showing how bands of small oxide
particles interact with the low angle boundaries and affect the shape of the subgrains
during recovery, and figure 4.28b is an optical micrograph of the same material
after recrystallization, which clearly shows how interaction of the aligned oxide
particles with high angle boundaries results in an elongated grain structure after
recrystallization.

Another important situation in which non-random particle distribution may occur is
when the second-phase particles are precipitated onto pre-existing low or high angle
boundaries (e.g. Hutchinson and Duggan 1978). In this case, as shown schematically in
figure 4.25d, all (or most) of the particles lie on the boundaries. The effective number of
particles per unit area of boundary is given approximately by equation 4.27 with § in
equation 4.26 equal to 1, and the pinning force (Px) by

yDFy

Px = FsNa = =5~

(4.36)
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Chapter 5

THE MOBILITY AND
MIGRATION OF
BOUNDARIES

5.1 INTRODUCTION

The structure and energy of grain boundaries were discussed in chapter 4. In this
chapter we examine the models and mechanisms of boundary migration and in
particular the mobilities of boundaries, in order to provide a foundation for the
discussions of recovery, recrystallization and grain growth in later chapters. More
detailed discussion of some of the issues raised in this chapter can be found in the recent
books about boundaries and interfaces by Sutton and Balluffi (1995) and Gottstein and
Shvindlerman (1999).

5.1.1 The role of grain boundary migration during annealing

The migration of low angle (LAGB) and high angle grain boundaries (HAGB) plays a
central role in the annealing of cold worked metals. Low angle boundary migration
occurs during recovery and during the nucleation of recrystallization, and high angle
boundary migration occurs both during and after primary recrystallization.

Despite the importance of grain boundary migration during annealing, the details of the
process are not well understood. This is mainly because boundary migration involves
atomistic processes occurring rapidly, at high temperatures, and under conditions
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which are far from equilibrium. It is therefore very difficult to study boundary migration
experimentally or to deal with it theoretically. Although there is a wealth of experimental
evidence accumulated over many years, in many cases results are contradictory and few
clear patterns emerge. However, it is evident that even very small amounts of solute have
an extremely large influence on the boundary mobility and it is therefore very difficult to
determine the intrinsic mobility of a boundary. Although a great deal is now known about
the structure of grain boundaries (chapter 4), and models for grain boundary migration
based on boundary structure have been formulated, there is as yet little evidence of
quantitative agreement between the models and the experimental results.

5.1.2 The micromechanisms of grain boundary migration

Low angle and high angle grain boundaries migrate by means of atomistic processes
which occur in the vicinity of the boundary. In this section we briefly outline the various
mechanisms which have been proposed, in order to prepare for the more detailed
considerations which appear later in this chapter.

The mechanism of boundary migration depends on several parameters including the
boundary structure which, in a given material, is a function of misorientation and
boundary plane. It also depends on the experimental conditions, in particular the
temperature and the nature and magnitude of the forces on the boundary, and it is also
strongly influenced by point defects in the material such as solutes and vacancies.

It is well established that low angle grain boundaries migrate through the movement by
climb and glide of the dislocations which comprise the boundary, and many aspects of
LAGB migration may therefore be interpreted in terms of the theory of dislocations.

The basic process during the migration of high angle boundaries is the transfer of atoms
to and from the grains which are adjacent to the boundary, and models based on such
thermally activated atomic jumps constitute the earliest models of boundary migration.
As discussed in §4.4.2, the structure of a grain boundary is related to its crystallography,
and there is evidence that boundaries may migrate by movement of intrinsic boundary
defects such as ledges or steps or grain boundary dislocations. In some cases boundary
migration may involve diffusionless shuffles, which are processes involving the
cooperative movement of groups of atoms (cf. diffusionless phase transformations).
In certain circumstances combined sliding and migration of boundaries may also occur.

Because the atomic packing at grain boundaries is less dense than in the perfect crystal,
grain boundaries are associated with a free or excess volume which depends on the
crystallography of the boundary (§4.4.3). This leads to a strong interaction with solute
atoms and to the formation of a solute atmosphere which, at low boundary velocities,
moves with the boundary and impedes its migration. The range of boundary velocities is
very large. For example, in the case of grain growth the boundary may move relatively
slowly through almost perfect crystal. However, during recrystallization the boundary
moves at a very high velocity (often much higher than during diffusion-controlled phase
transformations). In this case, the boundary migrates into highly defective material,
leaving perfect crystal behind it. The mechanism by which the boundary removes the
defects during recrystallization is not known, but it is reasonable to suppose that the
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boundary energies and structures may differ for the cases of grain growth and
recrystallization.

5.1.3 The concept of grain boundary mobility

A grain boundary moves with a velocity (v) in response to the net pressure (P = ZP;) on
the boundary (§1.3). It is generally assumed that the velocity is directly proportional to
the pressure, the constant of proportionality being the mobility (M) of the boundary,
and thus

v=MP 5.1

This type of relationship is predicted by reaction rate theory (§5.4.1) if the mobility is
independent of the driving force and if P «kT, and should be independent of the details
of the mechanism of boundary migration.

There are however proposed boundary migration mechanisms such as step or boundary
dislocation controlled migration (Gleiter 1969b, Smith et al. 1980) where the mobility
depends on the driving force, and under certain conditions it is then predicted that this
relationship may not hold. If the boundary mobility is controlled by solute atoms then,
as discussed in §5.4.2, the retarding pressure due to solute drag (Py,) may be a function of
the boundary velocity. Although a complex relationship between driving pressure (Pgy)
and velocity may be found (e.g. fig. 5.32), equation 5.1 may still be obeyed if P in
equation 5.1 is replaced by (Pq— Pgq).

Surprisingly, there are comparatively few experimental measurements of the relation-
ship between velocity and driving pressure. Results consistent with equation 5.1 have
been obtained by Viswanathan and Bauer (1973) for copper and by Demianczuc and
Aust (1975) for aluminium. More recently, Huang and Humphreys (1999a) have
confirmed this relationship by in-situ SEM measurements of boundary mobility during
the recrystallization of aluminium. Although Rath and Hu (1972) and Hu (1974) fitted
their data for zone refined aluminium to a power law relationship vocP" with n>> 1,
Gottstein and Shvindlerman (1992) argued that the Rath and Hu experiments were
strongly influenced by thermal grooving and by re-analysing their data and taking this
into account, showed that they were consistent with equation 5.1. A re-examination of
the early experimental results by Vandermeer and Hu (1994) has also concluded that
they can be reconciled with equation 5.1.

The mobility of grain boundaries is temperature dependent and is usually found to obey
an Arrhenius type relationship of the form

Q
M=M - 5.2
(- oy (52)
The slope of a plot of In(M) or In(v) (for constant P), against 1/T therefore yields a value
of Q, the apparent activation energy which, as is further discussed below, may be related
to the atom-scale thermally activated process which controls boundary migration.
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However, this is not always the case, and great care should be taken in the interpretation
of experimentally measured activation energies.

5.1.4 Measuring grain boundary mobilities

Our current knowledge of grain boundary mobility is very much limited by the lack of
good experimental data. In addition to the problems arising from the effects of trace
amounts of impurities on mobility (§5.3.3), the actual measurements are extremely
difficult to make (appendix 2.7.2).

Measurements of boundary mobility are made by determining the velocity of a
boundary in response to a well defined driving force. Experiments in which the velocity
of a boundary is measured during recrystallization may be difficult to interpret, because
the driving pressure which arises from the stored energy, and is typically 10-100 MPa, is
not easy to measure accurately, varies throughout the microstructure and does not
remain constant with time, decreasing as recovery proceeds. However, in a subgrain-
forming material such as aluminium, subgrain sizes and misorientations in well-
recovered materials can now be determined quite accurately by EBSD (Humphreys
2001) and therefore the driving pressure can be calculated from these parameters
according to equation 2.8 (Huang and Humphreys 1999a). Many measurements of
boundary mobility have been carried out on materials with a better characterised
driving force, such as an as-cast substructure or by using bicrystals of carefully
controlled geometry (e.g. Masteller and Bauer 1978, Gottstein and Shvindlerman 1999).
In such experiments however the driving pressure is much lower (around 107> MPa),
and it is not clear to what extent measurements of boundary mobility in materials with
such low driving forces are directly applicable to migrating boundaries in recrystallizing
material. In addition, there is evidence that moving boundaries interact with
dislocations, and that defects affect boundary mobility (§5.3.4), indicating that there
may be a real physical difference between boundary migration in deformed and
undeformed material.

It should be noted that many of the measurements of boundary migration are conducted
under conditions where the driving force is constant and the results are expressed as
boundary velocities rather than mobilities (e.g. fig. 5.9). As equation 5.1 is expected to
be obeyed, the mobility will be directly proportional to the velocity, and it is therefore
reasonable to discuss such results in terms of boundary mobility even though this
parameter has not actually been measured.

5.2 THE MOBILITY OF LOW ANGLE GRAIN BOUNDARIES

5.2.1 The migration of symmetrical tilt boundaries under stress

Although boundaries migrate during recovery, recrystallization and grain growth under
driving pressures arising from defects or boundary curvature, it has long been known
that symmetrical tilt boundaries, such as shown in figure 4.4 can move readily under the
influence of stress (Washburn and Parker 1952, Li et al. 1953). The mobility of such
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Fig. 5.1. The effect of misorientation on the mobility of symmetrical tilt boundaries in
zinc at 350°C under a constant stress, (after Bainbridge et al. 1954).

boundaries has been shown to depend on both temperature and boundary misorienta-
tion, and the effect of misorientation on the migration under constant stress of
symmetrical tilt boundaries in zinc is shown in figure 5.1. It may be seen that as the
misorientation increases and the dislocations in the boundary become closer together
(equation 4.4), the mobility decreases. It is presumed that the dominant mechanism
during boundary migration is glide of the edge dislocations which comprise the
boundary, although dislocation boundaries in real materials will be more complicated
than that of figure 4.4, and their migration will require some dislocation climb.

Recent investigations of the migration of planar symmetrical <111> and <112> tilt
boundaries in very high purity aluminium under the influence of small shear stresses
(Winning et al. 2001) have revealed a number of interesting features. As shown in figure
5.2, there is a sharp transition in mobilities at misorientations (6) of ~14°. The mobilities
of the lower angle boundaries are found not to depend significantly on the boundary
misorientation, although there is very limited data for 6 < 10°. The activation enthalpy
for migration of the low angle boundaries is close to that for self diffusion, which is
consistent with dislocation climb control, whilst that for high angle boundaries is lower,
and close to that for boundary diffusion. The relative mobilities of high and low angle
boundaries under stress therefore depends on temperature as shown in figure 5.2, where
it is seen that at very high homologous temperatures, low angle boundaries move more
rapidly than high angle boundaries. A comparison of boundary migration under stress
with that driven by curvature (Winning et al. 2002), indicates that although the low
angle boundary mobilities are similar, those for high angle boundaries may differ
greatly and depend on the tilt axis.

There are two factors which need to be considered in applying the above results to
recovery, recrystallization and grain growth of polycrystals.

If a boundary moves by dislocation glide under the influence of an applied stress, this
implies that such movement must inevitably lead to a shape change. In unconstrained
single crystals such as were used for these experiments, this may have little effect, but in
a grain constrained within a polycrystal this will lead to the generation of internal
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Fig. 5.2. Dependence of the grain boundary mobility on the misorientation angle for
the motion of symmetrical planar <112> and <111> tilt boundaries in high purity
aluminium, under the influence of stress. (a) 573K, (b) 873K, (Winning et al. 2001).

stresses which will oppose further boundary migration. A grain or subgrain
microstructure contains many types of boundary, and the behaviour of symmetrical
tilt boundaries may be untypical of the more general low angle boundaries found in a
deformed and recovered metal (§6.4.2). Further work is therefore required on the
behaviour of ‘random low’ and high angle boundaries under stress before the relevance
of the above results to annealing processes in polycrystals can be established.

5.2.2 General low angle boundaries

5.2.2.1 Measurements of the mobility of low angle boundaries

It has long been recognised that the mobilities of general low angle boundaries are
significantly lower than those of high angle boundaries. However, there are few
systematic investigations of the mobility of such boundaries and of the effect of
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misorientation. This is a major problem, because, as discussed in §6.5.3, a knowledge of
the mobility of general low angle boundaries is a critical factor in developing an
understanding of the annealing of deformed metals.

Early work which has shown that low and medium angle boundaries have a low
mobility includes that of Tiedema et al. (1949) who found that recrystallized grains
oriented within a few degrees of the matrix grew very slowly and were left as island
grains, Graham and Cahn (1956) on aluminium, Rutter and Aust (1960) on lead, and
Walter and Dunn (1960b) on iron. It should be emphasised that the references cited
provide only a few largely qualitative observations and do not include a systematic
investigation of the effect of misorientation on mobility.

Sun and Bauer (1970) and Viswanathan and Bauer (1973) used a bicrystal technique, in
which the boundary energy provided the driving force for migration, to measure the
mobility of high and low angle boundaries in NaCl and copper. Their results were
reported as a mobility parameter K’ which is the product of the mobility M and the
boundary energy y. This parameter is similar to the ‘reduced mobility’, which is often
used in investigations of curvature driven grain growth.

K' =2yM (5.3)

The results for sodium chloride are shown in figure 5.3 and for copper in figure 5.4.
Both figures clearly show a large difference in mobility between low and high angle
boundaries. From figure 5.4 it may be seen that K’ for the high angle boundaries in
copper is some three orders of magnitude greater than that for low angle (2-5°)
boundaries. As the boundary energy for 20° tilt boundaries in copper is only around
four times that of 2° boundaries (Gjostein and Rhines 1959), the difference in mobility
between high and low angle boundaries is therefore a factor of ~250. It is also seen that
the activation energies for migration of the low angle boundaries are in both materials
very much higher than for the high angle boundaries. In the case of copper, the value of
~200 kJ/mol for the low angle boundaries is close to that for self diffusion (table 5.1)
and for NaCl, the value of 205 kJ/mol is close to that for the diffusion of Na™ in NaCl.
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Fig. 5.3. a) Displacement of a curved boundary with time at 750°C in a NaCl bicrystal
as a function of misorientation about a <100 > axis. b) Activation energy for boundary
migration, (after Sun and Bauer 1970).
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Fig. 5.4. Variation of boundary mobility parameter K’ with temperature and
misorientation for 99.999% copper. The activation energies (Q in kJ/mol) for each
group of boundaries are also shown, (after Viswanathan & Bauer 1973).

Measurements on high purity zinc and aluminium bicrystals by Fridman et al. (1975)
have confirmed that the mobility of medium angle boundaries increases with increasing
misorientation as shown in figure 5.13. Figure 5.13c also confirms that the activation
energy for LAGB migration is higher than that for HAGB migration, although the
reported activation energies for migration of LAGBs appear to be considerably higher
than those for self diffusion.

Several investigations of the mobilities of low angle boundaries in aluminium have
recently been reported. Huang and Humphreys (2000) measured the growth rates of
subgrains in deformed single {110} <001 > crystals of Al-0.05%Si. Crystals of this
orientation are stable during plane strain compression and do not recrystallize, thereby
allowing extensive subgrain growth to occur (§6.5.2). The mobilities of low angle
boundaries of misorientations between 2.5-5.5° were calculated, and are shown in figure
5.5, where it is seen that the mobility increases by a factor of ~50 as the misorientation
rises by ~3° in this range.

Investigation of cube-oriented crystals of the same material enabled the range of LAGB
misorientations to be increased (Huang, Humphreys and Ferry 2000), and the combined
effects of temperature and misorientation on mobility are shown in figure 5.6.
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Activation energies for self, core andTl?(l))lllfui'l:y diffusion for a selection of materials.
Material | Ty, (K) G b Qs Qc Qs Vb
(GPa) (nm) | (kJ/mol) | (kJ/mol) | (kJ/mol) | Jm~?)
Al 933 25.4 0.286 142 82 84 0.324a
Au 1336 27.6 0.288 164 0.38a
Cu 1356 42.1 0.256 197 117 104 0.625a
a-Fe 1810 69.2 0.248 239 174 174 0.79a
I'-Fe 1810 81 0.258 270 159 159 0.76a
NacCl 1070 15 0.399 217 155 155 0.5¢
(Na™)
Pb 601 7.3 0.349 109 66 66 0.2b
Sn 505 17.2 0.302 140b 37b 0.16b
Zn 693 493 0.267 91.7 60.5 60.5 0.34a

Data are from Frost and Ashby (1982) unless otherwise indicated.
a) Murr (1975)

b) Friedel (1964)

¢) Sun and Bauer (1970)
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Fig. 5.5. The effect of misorientation on the mobility of low angle boundaries in
Al-0.05%Si at 300°C, measured from subgrain growth in single crystals, (data from
Huang and Humphreys 2000).

The activation energy for boundary migration was found to be a function of
misorientation up to ~14°, above which it remained constant (fig. 5.7). The activation
energies were all in the range 125-154 kJ/mol, consistent with values for the lattice
diffusion of Si in Al, and suggesting that the boundary migration is controlled by lattice
diffusion of a solute atmosphere (§5.4.2).
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Fig. 5.6. The effect of misorientation and temperature on boundary mobility in
Al-0.05%Si as a function of misorientation, measured from subgrain growth in
crystals of Goss and Cube orientation, (Huang et al. 2000a).

Yang et al. (2001) determined the mobilities of low angle boundaries in 99.98% Al from
detailed analysis of the geometry of triple junctions in thin foils. Their results are quite
similar to those shown in figures 5.5 and 5.6.

The determination of boundary mobilities either by subgrain growth or from triple
junction geometry is based on the premise that the microstructural evolution is
controlled by the mobility of the boundaries and not the triple junctions. The
circumstances under which triple junction mobility may be rate limiting are discussed
in §5.5.

5.2.2.2 Mechanisms of low angle boundary migration

The mechanisms of low angle boundary migration are poorly understood, and the few
systematic investigations of the mobilities of low angle boundaries discussed above,
provide the following clues to the mechanisms of low angle boundary migration:

e Low angle boundaries migrate at a rate consistent with equation 5.1, showing that
the mobility is a constant for a particular boundary during isothermal annealing.

e Low angle boundary migration is controlled by a bulk diffusion process.

e The boundary mobility increases significantly with increasing misorientation.

Nes (1995a) has discussed various possible rate controlling mechanisms, including
thermally activated glide, cross-slip, climb and solute drag. Furu et al. (1995) have
suggested that the subgrain growth kinetics which they measured in polycrystalline
commercial aluminium alloys were most consistent with a process of thermally activated
glide and solute drag. In such a situation the apparent activation energy for migration is
dependent on subgrain size and will not remain constant during growth or for different
microstructures. The experimental results discussed in §5.2.2.1 which show that the
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Fig. 5.7. The effect of misorientation on the activation energies for low angle
boundary migration in Al-0.05%Si, measured from subgrain growth in single crystals,
(Humphreys and Huang 2000).

activation energy remains constant for a range of subgrain sizes and boundary
misorientations, are more consistent with earlier suggestions (e.g. Sandstréom 1977b)
that the boundary movement occurs by climb of the dislocations comprising the
boundary, at a rate controlled by the lattice diffusion of solute. Although it has been
suggested (Drsund and Nes 1989) that at low temperatures boundary migration may be
controlled by dislocation pipe or core diffusion, there is currently no experimental
evidence of this.

5.2.2.3 Theories of the mobility of low angle boundaries

As the energy and structure of low angle boundaries are sensitive to misorientation,
the intrinsic boundary mobility is also expected to depend on these parameters. The
migration of low angle boundaries in general requires climb of dislocations in the
boundary and this is expected to be the rate determining process. The theory of
the mobility of low angle grain boundaries has been discussed by Sandstrém (1977b)
and Qrsund and Nes (1989), and these authors suggest that the mobility of low angle
boundaries is given by

_ CDyb

M
kT

5.4

where C is a constant of the order of unity and Dy is the coefficient of self diffusion.

An important factor discussed by Hirth and Lothe (1968), and not considered by the
above investigators, is that there is no net flow of matter as the boundary moves
and therefore the vacancy source-to-sink spacing is approximately equal to the
dislocation spacing (h) in the boundary, which is related to the boundary misorientation
(equation 4.4).
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In view of the large orientation dependence of the boundary structure on misorientation
(6), the mobility of low angle boundaries is likely to show some dependence on 6, which
is not found in equation 5.4, and the following approximate analysis (Humphreys and
Hatherly 1995), which was based on discussions with E. Nes, and has some similarity to
that presented by Furu et al. (1995), is suggested.

Consider a boundary bowing to a radius of curvature R. The pressure (P) on the
boundary due to the curvature is given by

_2)/5

P
R

(5.5)

where y; is the boundary energy as given by equation 4.5. For small values of 6 we use
the approximation ys ~ ¢;Gb6, where ¢; is a small constant.

If we assume that equation 5.1 applies, the boundary velocity is given by

_dR_2MY¥, 2¢; MGby

“=% T R R (5-6)

Case A — Very low angle boundaries (6 —0) We first consider the movement of
boundaries in which the dislocations are spaced far apart. In this limiting situation we
can assume that the behaviour of the individual dislocations in the boundary is
dominant. An individual dislocation in the boundary is bowed to a radius of curvature
R and the force on unit length of the dislocation is given approximately by

e

F=—
2R

(5.7)

For dislocation climb under conditions of negligible vacancy supersaturation, Fb? «kT
and the climb velocity (v4) of a dislocation under the influence of a force F is given
approximately (Friedel 1964, Hirth and Lothe 1968), as

Fb
Vda = Ds € (ﬁ) (5.8)

Where ¢; is the concentration of jogs. Substituting for F as given by equation 5.7

_ DyiGb’

VIS TR .9)

As the dislocations are assumed to be essentially independent in such a low angle
boundary, the velocity of all the dislocations in the boundary is given by equation 5.9
and therefore vq =v,. Thus from equations 5.6 and 5.9

_ 2c;MGb# _ DycGb’
~ R 2kTR

Vi (5.10)
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and hence
_ DSCjb2
o 4C1kT9

(5.11)
i.e. in this limiting case:

e The dominant mechanism is climb of individual dislocations
e v=M.P is expected to hold
e M is inversely proportional to 6

Case B — Boundaries where the dislocation cores overlap (0 > 15°-20°) In this situation
we have effectively reached the case of a high angle boundary, and for a general
boundary we can reasonably assume (§5.4.1.1)

e The dominant mechanism is atom jumps across the boundary
e v=M.P is expected to hold
e M is independent of @

Case C — The intermediate case This is probably the most important regime for the
recovery of deformed polycrystals, but the most difficult to analyse.

C1 (medium angles) When the boundary angle is large and h is small, the movement of
the boundary is probably dominated by atom transfer over a distance h, and the process
is analogous to the diffusion of atoms through a membrane of thickness h, which would
result in M being inversely proportional to h, i.e. M o 6.

C2 (low to medium angles) This is a transition regime in which the dominant
mechanism is not clear. There are two opposing factors.

e The decrease in mobility with increasing 6 due to the factors discussed for case A will
tend to decrease the mobility as 6 increases.

e As 0 increases, h, the vacancy source-to-sink distance decreases, and this, as
discussed above, will increase the dislocation climb rate and hence the mobility.

It is expected that the second effect will eventually dominate as 6 increases, leading to a
minimum mobility at some small misorientation. The extent to which a theory based on
the behaviour of individual dislocations can be applied is also unknown, because
reactions at dislocation nodes may become a dominant factor (Hirth and Lothe 1968).
In the absence of a specified mechanism, it is not known if the mobility is independent of
driving force as is assumed by equation 5.1. On the basis of the above analysis, it is
suggested that the variation of the mobility of a general low angle boundary with
misorientation may be as shown in figure 5.8.

Comparison with experiment Measurements of the activation energies for LAGB
migration or recovery generally indicate control by lattice diffusion as predicted by the
model.

The heavy lines in figure 5.8 indicate regions for which there is significant experimental
evidence as detailed below.
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Fig. 5.8. Schematic diagram of the possible variation of the mobility of general low
angle boundaries with misorientation. The letters correspond to cases discussed in
the text.

REGION A. There are no recent experimental data for this region, but a decrease in
mobility with increasing misorientation for 6 < 1°, for the special case of symmetrical tilt
boundaries under stress, is shown in figure 5.1.

REGION B. There is reasonable evidence that the mobility of random HAGB:s is high
and independent of 6.

REGION C1. There is evidence. e.g. figures 5.3 to 5.6, that the mobility of boundaries in
the range 5-20° increases with 6 and saturates at about 14-20°. There is a change in the
misorientation dependence of the activation energy for migration at ~14-15° (e.g. figs.
5.2, 5.6 and 5.7) which is consistent with a change in boundary structure, i.e. from a low
angle to a high angle boundary.

REGION C2. For misorientations in the range 2-5°, there is evidence in aluminium,
that the boundary mobilities increase rapidly with increasing 6 (fig. 5.5). Mobilities in
this range are typically 10-500 times lower than for a random high angle boundary.

In summary, it is quite clear that although considerable progress has been made in the
past decade, further experimental and theoretical work is needed before our
understanding of the mobilities of low angle grain boundaries can adequately provide
a sound basis for the development of detailed models of annealing.

5.3 MEASUREMENTS OF THE MOBILITY OF HIGH ANGLE BOUNDARIES

5.3.1 The effect of temperature on grain boundary mobility in high purity metals

5.3.1.1 The activation energy for boundary migration

Measurements of the temperature dependence of boundary mobility are often analysed
in terms of equation 5.2 to determine the activation energies (Q) and pre-exponential
factors (My), in the expectation that the values of Q may provide information as to
atomic-scale thermally activated processes which control boundary migration.
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Table 5.2
The activation energy for migration of high angle grain boundaries in metals of high purity
(Haessner and Hofmann 1978).

Material Activation | Pre-exponential Temperature Experiment
energy for factor (m/s) range (K)
migration
(kJ/mol)
Aluminium 63 2 x 10 273-350 Recrystallization
Aluminium 67 4.8 x 10° 615-705 Capillary
Copper 121 7.5 % 10° 405485 Recrystallization
Copper 123 2.4 700-975 Capillary
Gold 80 58x 107" 593-613 Recrystallization
Lead 25 1.1x 1072 473-593 Striated structure
Tin 25 4.5% 107! 425-500 Striated structure
Zinc* 63 525-625 Capillary

“Data from Kopetski et al. (1975)

Figure 5.4 is typical of data found for metals of very high purity, where the linear
relationship between the logarithm of mobility and 1/T implies a single activation
energy over the range of conditions investigated, and table 5.2 shows some experimental
data for the mobility of high angle boundaries, obtained by several techniques in a
variety of high purity metals. Comparison of the activation energies for boundary
migration in table 5.2 with the activation energies for diffusion given in table 5.1 shows
that the activation energy for boundary migration in high purity metals is often close to
that for grain boundary diffusion, i.e. about half that for bulk diffusion.

5.3.1.2 Transition temperatures

In impure metals or alloys, as will be discussed in §5.3.3, the variation of mobility with
temperature is more complicated than that of figure 5.3, with more than one apparent
activation energy being found over a range of temperatures. However, even in high
purity metals a change in mobility and activation energy is sometimes found at very high
homologous temperatures. There are two likely explanations for this:

(a) Changes in boundary structure, in which coincidence site or ordered boundaries may
become more disordered and therefore lose their special properties, may occur at
elevated temperatures.

There is some evidence from experiments on high purity lead (Rutter and Aust 1965)
and copper (Aust et al. 1963, Ferran et al. 1967) that the higher mobility of special
boundaries is lost at high temperatures, and this has been interpreted in terms of a
change in grain boundary character at high temperatures (see also §4.4.3). Maksimova
et al. (1988) have measured a discontinuous change in mobility with increasing
temperature for £17, 28° <001 > boundaries in 99.9999% tin. Boundaries within ~1°
of this were found to show a discontinuous drop in mobility with increasing temperature
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Fig. 5.9. Temperature dependence of the <001 > tilt boundary migration rate in tin,
for constant driving force. The results show a discontinuous change in mobility for
boundaries within ~1° of the 28°, X17 boundary. (a) 26.0°, (b) 26.5°, (c) 27°, (d) 27.7°,
(e) 28.2°, (f) 29.5°, (after Maksimova et al. 1988).

at temperatures between 0.94 and 0.98 T,, as shown in figure 5.9, whereas boundaries
misoriented by more than this amount from 17 did not show a transition. Boundaries
in the higher temperature regime had a higher activation energy, and the authors
claimed that this was due to the transition from a special boundary to a general
boundary at high temperatures. Wolf and colleagues (e.g. Wolf 2001) have recently
provided convincing evidence, using molecular dynamics modelling, of a reversible
change in structure of special boundaries, to a disordered ‘liquid-like’ state at high
temperature.

(b) The mechanism of boundary migration may change at high temperatures.

Other work has shown a discontinuous transition to a high temperature regime of
higher boundary mobility and low activation energy for migration. Gleiter (1970c) has
detected a discontinuous change in properties for < 100> tilt boundaries in high purity
lead at temperatures in the range 0.7 to 0.8 T ,,, the actual temperature depending on the
crystallography of the boundary. The high temperature regime is characterised by a very
low activation energy for migration (26 kJ/mol) whereas at the lower temperatures the
activation energy is 58 kJ/mol which is close to that for boundary diffusion (table 5.1).
In zinc, there have been reports of a transition to a very low activation energy of ~17 kJ/
mol at T > 091 T,, (Gondi et al. 1992) which is comparable with that for liquid
diffusion, and Kopetski et al. (1979) have found a sharp transition to a regime of zero
activation energy for boundary mobility in zinc at temperatures above ~0.9 T,, as
shown in figure 5.10. Although Gleiter (1970¢) interpreted his results in terms of a
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Fig. 5.10. Temperature dependence of the reduced mobility (A) of <1120> tilt
boundaries in zinc, for two values of misorientation, showing a transition to a high
temperature regime of zero activation energy, (after Kopetski et al. 1979).

transition to a different boundary structure, there is a similarity between all three sets of
measurements, and the last two have been interpreted in terms of a change in the
mechanism of boundary migration from one controlled by diffusion to one involving
cooperative atomic shuffles (§5.4.1.4). Further evidence for such transitions and
discussion of the mechanisms can be found in Sutton and Balluffi (1995) and Gottstein
and Shvindlerman (1999).

5.3.2 The effect of orientation on grain boundary migration in high purity metals

Because boundary migration involves diffusion processes in and across the boundary, it
is to be expected that the structure of the boundary should affect its mobility. In order
to define the relationship between two grains it is necessary to specify both the
orientation relationship between the grains and the orientation of the boundary plane
(§4.1). Although, as discussed below, there are some data on the effect of these
parameters on grain boundary migration, the information is far from complete.

5.3.2.1 The orientation dependence of grain boundary mobility

There is extensive evidence that not only do high angle grain boundaries have a greater
mobility than low angle boundaries (§5.2.2) but that the mobilities and activation
energies for migration of high angle boundaries are dependent on orientation. Early
work in this area includes that of Cook and Richards (1940) and Bowles and Boas
(1948) who found rapid growth of certain orientations in copper, and Beck et al. (1950)
who showed that in lightly rolled high purity aluminium, grains with a misorientation of
~40° about a <111> axis exhibited the largest growth rate. Kronberg and Wilson
(1949) who carried out recrystallization experiments on copper, found that grains
related to the deformed matrix by a rotation of 22°-38° about a common <111 > axis,
and by 19° about a <100> axis grew most rapidly. They postulated that there was a
relationship between the fast-growing orientations and boundary structure and that
special boundaries, (later known as Kronberg-Wilson boundaries), which had a high
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density of coincidence sites (§4.4.1) often exhibited fast rates of growth. One of the best
known early investigations of the effect of misorientation on mobility is that by
Liebmann et al. (1956) who measured the migration rate of <111> tilt boundaries
during the recrystallization of 99.8% aluminium crystals which had been lightly
deformed. They found the mobility to be a maximum for a misorientation of ~40°
abouta <111> axis, a result which has proved to be of great importance to the theory
of recrystallization texture development in fcc metals (§12.3.2). Their results were
obtained on lightly strained material in which the impurities were present as dispersed
phases. In experiments on similar material in which the impurities were retained in solid
solution, a high mobility of 40°<111> boundaries was not observed (Green et al.
1959). However, at larger strains (e.g. 80% by rolling), high mobility of these
boundaries was observed irrespective of microstructure, for a wide range of purity levels
(from 99.97%-99.9999%) (Parthasarathi and Beck 1961, Gleiter and Chalmers 1972).
Growth selection experiments on aluminium (Ibe and Liicke 1966) showed similar
results, although such experiments must be interpreted with some caution as they do not
directly yield boundary mobilities or velocities. Figure 5.11 shows the results of a more
recent investigation of the effect of orientation on boundary mobility during the
recrystallization of aluminium, in which the effects of both the misorientation angle and
axis on mobility are shown. The very broad peak (£10°) of figure 5.11a is in agreement
with the earlier, more limited results of Liebmann et al. (1956), and contrasts with the
much sharper peaks (£0.2°) which are typically obtained from curvature-driven grain
growth (e.g. fig. 5.12).

Although it is normally found in aluminium alloys that the only fast growing
boundaries are those around 40°<111>, recent investigation of recrystallization in
high purity aluminium have shown that at low temperatures (<150°C), there is a
transition to preferential growth of grains with a relationship of 28-38° about < 100>
to the deformed matrix (Huang and Humphreys 1999b).

The existence of certain orientation relationships which are associated with a rapid
growth rate is well established for a large number of metals (Gleiter and Chalmers 1972),
and a summary of the early observations is given in table 5.3. The fact that a boundary has
a large number of coincidence sites is not necessarily an indication that it has a high
mobility and it is well known that the high angle boundary with the most coincidence
sites, the X3 twin boundary, has an extremely low mobility (Graham and Cahn 1956). It
was shown in chapter 4 that although some low ¥ boundaries have a low energy, this is
not universally the case, and this is reinforced by the data in table 5.3 which show that
high mobility has only been identified for a few values of X. As is discussed in §5.3.3, the
orientation dependence of boundary migration is closely linked to solute effects, and
therefore some care must be taken in interpreting the data of table 5.3.

Extensive measurements of boundary mobilities have been carried out by Shvindlerman
and colleagues using curvature driven growth in high purity bicrystals of aluminium and
other materials. Figure 5.12 shows data for the migration of <111> tilt boundaries in
very high purity aluminium and figure 5.13 shows the effects of both misorientation and
purity for <100 > tilt boundaries in aluminium.

Such experiments enable the relationships between mobility and misorientation to be
studied with great precision. It is seen from figure 5.12a that there are two distinct and
narrow peaks, at 38.2° and 40.5°. Figures 5.12a and b show that the relative strength of
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the peaks varies with temperature, and at low temperatures the 38.2° peak is important,
whereas at higher temperatures the 40.5° peak dominates. The different temperature
dependence of the mobilities of the two types of boundary are evident in figure 5.12b,
and this is also expressed as a difference in activation energy as shown in figure 5.12c.
The 38.2° <111> boundary is the coincidence site boundary X7, for which special
properties might be expected. The reason for the shift at high temperatures to a peak at
40.5° is not clear, but may be associated with a transformation to a more random
boundary structure (Molodov et al. 1995), or may be associated with impurities. In high
purity materials, the effects of small amounts of impurity may have a very large
influence on the activation energy for boundary mobility as seen in figure 5.13.
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Table 5.3
Orientations for which rapid growth is commonly found.
Nearest coincidence Experimental Metal | Structure | Reference
relationship relationship
Sigma | Rotation Axis Rotation Axis
7 38.2 <I111> 3545 <I111> Al fce Liebmann
et al. (1956)
38 <111> Cu fce Kronberg
and Wilson
(1949)
36-42 <111> Pb fce Aust and
Rutter
(1959a)
¥13a 22.6 <100> 23 <100> Al fce May and
Erdmann
(1959)
19 <100> Cu fec Kronberg
and Wilson
(1949)
X13b 27.8 <I111> 30 <111> Cu fce Beck (1954)
30 <111> Ag fce Ibe and
Liicke
(1966)
20-30 <111> Nb bee Stiegler
et al. (1963)
¥13 30 <0001 > 30 <0001> | Zn cph Ibe and
Liicke
(1966)
30 <0001> | Cd cph Ibe and
Liicke
(1966)
17 28.1 <100> 26-28 < 100> Pb fce Aust and
Rutter
(1959)
30 <100> Al fce Fridman
et al. (1975)
>19 26.5 <110> 27 <110> | Fe-Si bee Ibe and
Liicke
(1966)
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It is often found that for a particular type of boundary, there is a relationship between
changes of the activation energy (Q) and the pre-exponential factor (M) as the
misorientation is varied, and this is known as the ‘compensation effect’ (Molodov et al.
1995). The relationship is

Q =aln(My) + 8 (5.12)
where « and $ are constants.

Figure 5.12d shows that the relationship between Q and M, for boundaries close to X7
in high purity aluminium is in agreement with equation 5.12. Such a relationship means
that in a plot of In(M) against 1/T, as in figure 5.12b, the various straight lines intersect
at a common point (the compensation temperature). Such a relationship implies a
coupling between the enthalpies and entropies of activation (Molodov et al. 1995,



142 Recrystallization

'5dn’oE SN

]
w

3%

In (velocity)
4

In (velocity)
&
N
T \

O 636°C
@ 496°C

- -7
° A 394°C
] 1 1 I 1 ]
10 20 30 40 50 10 20 30 40 50
Misorientation (°) Misorientation (°)
(a) (b)
60
‘/99.893t%AI
3 50 + + +
g e
g
< 40 -
- <+— 99.9992at%Al
>
2 30
()
S 99.99995at%Al
g wf
S
<
10 ] 1 ] 1
0 10 20 30 40 50
Misorientation (°)
(©

Fig. 5.13. The mobility of <100> tilt boundaries in aluminium. (a) The
effect of temperature and misorientation on the mobility of boundaries in
99.9992 at% aluminium, (b) The effect of temperature and misorientation on
the mobility of boundaries in 99.99995 at% aluminium, (c) The orientation
dependence of the activation energy for migration in samples of different purity,
(Fridman et al. 1975).

Sutton and Balluffi 1995). The relationship of equation 5.12 has also been found to hold
for low angle grain boundaries (X1) in aluminium (Huang et al. 2000a). This type of
relationship only applies to boundaries of similar type. For example, molecular dynamic
simulations predict that boundaries close to either X7 or X13 will produce relationships
in accord with equation 5.12, but that the constants & and B will be different for the two
cases (Upmanyu et al. 1999).

It should be noted that a compensation effect may also be found for other thermally
activated grain boundary processes such as diffusion (Sutton and Balluffi 1995).
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The orientation dependence of grain boundary migration has implications for the
texture developed during recrystallization and grain growth (§12.3.2). In the case of
primary recrystallization, it is impossible to define accurately, other than on a very local
scale, the relationship between the growing grain and the deformed matrix, because any
grain of the deformed material will contain a highly misoriented substructure (§2.4).
Therefore caution must be exercised in the application of mobility-orientation
relationships to recrystallizing material, and in particular in relating a high boundary
mobility to a specific boundary structure. The boundary misorientation is normally
defined by an axis/angle pair (§4.2) and there is abundant evidence that, as indicated by
figure 5.11a and table 5.3, there is a significant spread of angles for which a high
mobility is found. There is less information as to the importance of deviation from a
<111> axis, although figure 5.11b shows that this peak is also very broad.

5.3.2.2 The effect of boundary plane on mobility

It has long been known that for a particular misorientation, the boundary mobility may
depend on the actual boundary plane (Gleiter and Chalmers 1972). An extreme example
is the X3 twin orientation in fcc metals where the coherent {111} plane boundary is very
immobile, whereas the incoherent twin boundary has much greater mobility. It is
noticeable that in many cases, grains with an orientation relationship for rapid growth
show very anisotropic growth, and an early and very clear example of this is seen in the
work of Kohara et al. (1958). For fcc metals the anisotropy is such that the faces parallel
to the <111> rotation axis (i.e. the twist boundaries) grow much more slowly than the
tilt boundaries (Gottstein et al. 1978), and thus an unconstrained grain tends to become
plate-shaped as seen in figure 5.14.

The mobility of 40° < 111> tilt boundaries during recrystallization has been found to
be some ten times larger than that of the twist boundaries (Huang and Humphreys
2000), and it has also been shown (Huang and Humphreys 1999a) that the mobilities of
the 40° <111> twist boundaries are similar to those of ‘random’ high angle boundaries.

During the recrystallization of high purity aluminium at temperatures below ~150°C,
grains with an orientation relationship of ~30° about a <100 > direction to the matrix
(close to X17), may develop an approximately octahedral shape during recrystallization
(figure 5.15) and this has been shown to be due to the growth being most rapid in
< 100> directions (Huang and Humphreys 1999b). Growth is rapid in all the <100>
directions and not just in the direction parallel to the misorientation axis.

In all three of the cases discussed above, £3, X7 and 17, the grains develop asymmetric
shapes which are determined by the orientation relationships between the deformed
matrix and the recrystallizing grain, and which are the result of anisotropic boundary
mobilities.

A quite different example is the crystallographic faceting of recrystallizing grains. There
is some evidence from x-ray topography (e.g. Gastaldi, Jourdan and Grange 1992,
Sutton and Balluffi 1995) of faceting parallel to low index planes of the new grains
during the later stages of recrystallization in pure aluminium, although this behaviour is
not commonly observed in recrystallizing aluminium. However, a recent investigation of
nickel alloys which had been internally oxidised (Humphreys 2000), has shown evidence
of very strong faceting parallel to {100} planes of the recrystallizing grains as shown in
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Fig. 5.14. Optical micrograph of lenticular grains, viewed edge-on in a recrystallizing

single crystal of Al-0.05%Si. The grains are rotated by ~40° to the deformed matrix

about the marked < 111> axis, and the broad face of the plate is parallel to the rotation
axis, (Ardakani and Humphreys 1994).

Fig. 5.15. SEM micrograph showing recrystallization in high purity aluminium at
50°C. The grains are misoriented by ~30° to the deformed matrix and grow
preferentially in directions parallel to <100> of the recrystallizing grains, resulting in
an approximately octahedral grain shape, (Huang and Humphreys 1999b).
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Fig. 5.16.  SEM micrograph of recrystallization in a Ni-SiO, alloy at 600°C. The
recrystallizing grains are faceted on their {100} planes, and the central grain is twinned,
(Humphreys 2000).

figure 5.16. The facets are on the recrystallizing grain, and are not affected by the
orientation relationship to the deformed matrix. The growth of the grains is therefore
somewhat similar to the growth of crystals from the melt, i.e. crystallization rather than
recrystallization. As the facets are not evident in the fully recrystallized material, such
microstructures appear to be the result of facetted growth rather than anisotropic
boundary energies. A reasonable interpretation of such growth behaviour is that the
recrystallization is controlled by a ledge mechanism akin to that which occurs for crystal
growth from the melt or during vapour deposition. Although it is not yet clear why such
a mechanism should control recrystallization in this material, the recent report of
similar faceting in electrodeposited nickel with sulphur impurities (Hibbard et al. 2002),
suggests that it may be due to impurity segregation at the recrystallizing boundaries.

5.3.3 The influence of solutes on boundary mobility

Solute elements have an enormous effect on boundary migration and very small
amounts of impurity may reduce the mobility by several orders of magnitude (Dimitrov
et al. 1978) as shown in figure 5.17a. Because the effects of solute are so strong,
particularly at low concentrations, it is very difficult to be confident that the mobilities
measured in ‘pure’ metals and discussed in §5.3.1 and §5.3.2 actually represent the
intrinsic behaviour of boundaries.

5.3.3.1 The effect of solute concentration
From figure 5.17 it may be seen that the relationship between mobility and solute
content shows two distinct regimes separated by a transition region:-

(a) At high solute concentrations the mobility is low and decreases with increasing solute
concentration. In this low mobility regime it is thought that an atmosphere of solute
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aluminium. (a) The effect of copper and magnesium additions on the growth rate, (b)
The effect of magnesium on the activation energy for boundary migration, (c) The effect

of silver on the activation energy for boundary migration, (after Frois and
Dimitrov 1966).

atoms is associated with the boundary. The boundary velocity is then controlled by
the rate of diffusion of the impurity atoms (§5.4.2). Gordon and Vandermeer
(1966) have shown that for aluminium containing small amounts of copper, in the
low mobility regime the boundary velocity at constant driving force is inversely
proportional to the solute concentration as shown in figure 5.18.

(b) At low solute concentrations the mobility is higher and solute has little influence on
the mobility. In this high mobility regime, the boundary mobility is little affected by
solute and it is thought that the boundary has broken away from its solute
atmosphere (§5.4.2).

For the cases of copper and magnesium in aluminium shown in figure 5.17a, there is a
very sharp transition between the two regimes. However, similar experiments have
shown more gradual transitions for silver (fig. 5.17¢) or iron (Montariol 1963) in
aluminium. In the same solvent, different solutes may, as shown in figure 5.17a affect
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Fig. 5.18 The effect of copper on the migration rate of boundaries in aluminium, (after
Gordon and Vandermeer 1966).

the critical concentration at which the transition occurs and, as is apparent in figure
5.17a may also reduce the mobility in the slow regime by different amounts.

The apparent activation energy for boundary migration is also a function of the solute
content, exhibiting a transition at the critical solute content at which boundary
breakaway occurs as shown in figures 5.17b and c. The details of the transition are
different in both cases. For the magnesium solute (fig. 5.17b) the transition is abrupt,
whereas for the silver solute (fig. 5.17c) it is gradual.

In most cases it is found that the activation energies at low solute concentrations are
essentially solute independent and correspond to those found for materials of very high
purity as shown in table 5.2. The apparent activation energy at higher solute
concentrations is typically close to that for self diffusion or for diffusion of the solute
in the solvent, and, as seen from figures 5.17b and ¢, may depend on solute
concentration.

5.3.3.2 The effect of temperature

The combined effects of temperature and solutes on mobility are best seen from plots of
the logarithm of mobility against 1/T. As shown in figure 5.19 for boundary mobility in
Au with 20ppm Fe (Grunwald and Haessner 1970), such a plot may show both a change
to a lower apparent activation energy and a sharp increase in mobility at a higher
temperature. Similar results have been reported for lead (Aust 1969) and copper (Grewe
et al. 1973). In most cases it is found that the activation energies at high temperatures
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correspond to those found for materials of very high purity and the activation energy at
low temperature is typically close to that for self diffusion.

In many cases (Gordon & Vandermeer 1962, Fridman et al. 1975) a peak is found in the
activation energy at the transition, as is shown in figure 5.20. The origin of this peak can
be seen in figure 5.19, where during the transition, the slope of the line (i.e. apparent
activation energy) increases. This is clearly an apparent activation energy due to a
transition in the effect of solutes on the boundary and does not correspond to the
activation energy of a physical mechanism.
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5.3.3.3 The effect of orientation

It has been known for a long time that the effects of solutes on boundary mobility are
dependent on the crystallography of the boundary, and that special boundaries, i.e. those
which are close to a coincidence relationship, are less susceptible to effects of solute than
are random boundaries (Kronberg and Wilson 1949, Aust and Rutter 1959a,b). The well-
known results obtained by Aust and Rutter on tin-doped lead are shown in figure 5.21.
At low impurity concentrations the mobilities of the special and general boundaries are
similar. As the impurity level is increased the mobility of the random boundaries is
affected much more by the impurities. The combined effects of misorientation and
solute have also been demonstrated for tilt boundaries in <111> and <100 > rotated
grains in aluminium, as shown in figures 5.12 and 5.13. For aluminium of 99.9992 at%
purity, except at the highest temperature, the mobility fluctuates with misorientation,
with maximum growth rates occurring near coincidence rotations (fig 5.13a). However
as shown in figure 5.13b, for material of 99.99995 at% purity, the mobility is found to
be almost independent of orientation for 6 > 20°. These results confirm those of Aust
and Rutter (1959a,b) and indicate that:

The orientation dependence of grain boundary mobility (§5.3.2.1) arises primarily from an
orientation dependence of solute segregation to the boundary rather than an intrinsic
structure dependence of grain boundary mobility.

There is some evidence, such as that shown in figure 5.13c, that the orientation
dependence of mobility disappears not only at high purities, but also at lower purity
levels. Experiments on zinc (Sursaeva et al. 1976, Gottstein and Shvindlerman 1992),
demonstrate a similar effect, which indicates that the window within which orientation
dependence of mobility is found, may be determined by both the boundary structure
and the purity level as shown schematically in figure 5.22.
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Fig. 5.22.  Schematic diagram showing the dependence of the activation energy of
grain boundary mobility for different purity levels, (after Gottstein and Shvindlerman
1992).

The evidence for the disappearance of the orientation dependence of boundary mobility
at lower purities is not conclusive, and, as discussed by Haessner and Hoffmann (1978),
the results of Fridman et al. (1975) for the lowest purity material in figure 5.13c
contradict those of Demianczuc and Aust (1975) who found an orientation dependence
of mobility in aluminium of similar purity. In addition, much of the evidence for the
orientation dependence of mobility in aluminium (Liebmann et al. 1956, Yoshida et al.
1959) was obtained in material of much lower purity. The effect of solutes on the
orientation dependence of migration warrants further investigation.

Gordon and Vandermeer (1966) and Gottstein and Shvindlerman (1992) speculate that
with lower impurity levels than have yet been achieved, it is conceivable that random
grain boundaries would move more easily than special boundaries because the lower
energy of the special boundaries would provide a greater barrier to the transitory
structure modification required when a boundary moves. However, this argument does
not take account of the possibility discussed in §5.4.1 that special boundaries in high
purity materials may move by a low energy mechanism involving atomic shuffles, a
mechanism which would not be available to random boundaries.

5.3.3.4 The effects of temperature and orientation

There is evidence that in copper (Aust et al. 1963) and lead (Rutter and Aust 1965), the
higher mobility of special boundaries in materials of moderate purity may disappear at
high temperatures as shown in figure 5.23. This may be due to the evaporation of the
solute atmosphere at boundaries at high temperatures (§5.4.2).

5.3.4 The effect of point defects on boundary mobility

The interaction of vacancies and other point defects with static high angle grain
boundaries has been extensively investigated (e.g. Balluffi 1980), and it has been shown
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that boundaries may act as sources and sinks for point defects and that point defects
interact with grain boundary dislocations. The effect of point defects on a migrating
boundary is less clear, although there is evidence (Hillert and Purdy 1978, Smidoda et al.
1978) that the diffusion coefficient of a moving boundary is several orders of magnitude
larger than that of a stationary boundary.

5.3.4.1 The effect of vacancies on boundary mobility

The role of defects on boundary mobility has been extensively discussed e.g. Cahn
(1983), Gleiter and Chalmers (1972), Haessner and Hofmann (1978). Although these
reviewers are in general agreement that a vacancy flux or supersaturation enhances
boundary mobility, the experimental evidence for this is not extensive. Evidence which
indicates that vacancies enhance migration was obtained by Haessner and Holzer
(1974), who showed that neutron irradiation increased the boundary velocity in
recrystallizing copper single crystals as shown in figure 5.24. In this material the
irradiation produces Frank vacancy loops, and although this increases the driving force
for recrystallization, the authors claim that calorimetric measurements showed that this
effect was negligible and that the vacancy loops increased the boundary mobility.
Support for this is provided by the work of Atwater et al. (1988), who attributed
increased grain growth rates in ion-bombarded thin films of gold, germanium and
silicon to the effect of the point defects on boundary mobility.
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Fig. 5.24. The effect of neutron irradiation on the boundary migration rate in copper,
(after Haessner and Holzer 1974).

Other indirect evidence indicating that vacancies affect boundary mobility comes from
the sintering of copper wires, when the presence of pores on a boundary is found to
increase its mobility (Alexander and Balluffi 1957), and from the sintering of alumina,
when small pores are found to be consumed by slowly migrating boundaries (Coble and
Burke 1963).

The basic concept that the vacancies swept up by a moving boundary will increase the
free volume of the boundary and therefore aid atom movement across the boundary is
plausible (Gordon and Vandermeer 1966), but has not been backed by rigorous theory.
Such a model implies that the structure of static and moving boundaries will be different
and also suggests that boundary structure and hence mobility may be dependent on
boundary velocity. This problem is most likely to be resolved ultimately by dynamic
computer simulations of boundary migration.

It may be difficult to separate the effects of vacancies on the boundary mobility and on
the driving pressure for boundary migration. Estrin et al. (1999, 2000) have discussed
the thermodynamic effects of vacancies during grain growth. During grain growth, the
boundary area per unit volume decreases, and the consequent elimination of the excess
free volume associated with the boundaries will lead to injection of vacancies into the
grains. As this increases the energy of the grains, there will therefore be a reduction in
the driving pressure for grain growth. This effect is only likely to be important for very
fine-grained materials, but is predicted to have a significant influence on the stability of
nanocrystalline materials against grain growth. This is a similar argument to that
advanced for a solute-limited grain size (§11.4.2.5).

5.3.4.2 Generation of defects by moving boundaries

A moving boundary may act as a source of defects, and there is evidence (Gleiter 1980)
that in material of low dislocation density, a higher dislocation density may be left
behind a migrating boundary. This is attributed to the formation of dislocations by
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growth accidents rather than to the emission of dislocations by stress relaxation at the
boundary. Gleiter suggests that in a similar manner, growth accidents will lead to
vacancies being left behind a moving boundary, and cites experimental evidence of a
vacancy supersaturation behind moving boundaries in aluminium and nickel alloys.

5.3.5 The scope of experimental measurements

It should be emphasised that for a number of reasons we cannot confidently draw general
conclusions about the mobility of high angle grain boundaries during recrystallization.

e Itis extremely difficult to carry out reliable experimental investigations of boundary
mobility.

e There are a large number of variables to be investigated including solvent, solute,
concentration, misorientation, boundary plane, temperature and driving force, and
therefore there have been few systematic investigations.

e The most detailed systematic investigations have been carried out by curvature driven
grain growth, with driving pressures which are a significantly lower than those found
in recrystallization, at very high temperatures, and on special boundaries.

5.4 THEORIES OF THE MOBILITY OF HIGH ANGLE GRAIN BOUNDARIES

In this section we examine the extent to which the migration of high angle boundaries in
pure and solute-containing alloys can be accounted for theoretically. This subject is
discussed in more detail in the recent books by Sutton and Balluffi (1995) and Gottstein
and Shvindlerman (1999).

5.4.1 Theories of grain boundary migration in pure metals

A schematic diagram of a grain boundary is shown in figure 5.25a. Models of grain
boundary migration are generally based on the assumption that atoms are continually
detached from the grains (e.g. A and B) by thermal activation and move into the more
disordered region of the boundary itself (e.g. C), which is shown exaggerated in figure
5.25a. The atoms are then re-attached to one of the grains. If the atom flux in both
directions is equal then the boundary is static. However, if there is a driving force for
migration then the flux will be greater in one direction. There are several proposed
variants on this general model, the main variables being:

Single or group activation. Migration may occur either by the activation of single atoms
or by the collective movement of a group of atoms.

The role of atoms in the boundary region. Atoms detached from a parent grain are either
immediately reattached to a grain or may remain or move in the boundary region.

Preferential sites. If the crystallography of the boundary is taken into account then there
may be preferential sites for detachment and attachment of atoms.
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Fig. 5.25. Grain boundary migration by means of atom jumps. (a) The mechanism of
migration, (b) The free energy of an atom during a jump across the boundary.

5.4.1.1 Thermally activated boundary migration — early single-process models

The theory of boundary migration based on reaction rate theory, in which boundary
movement is controlled by single atom movements, was proposed by Turnbull (1951),
and in this section we use this type of approach to illustrate the nature of the problem.
Consider the boundary of figure 5.25a, which is considered to have a thickness §,
moving to the left under the influence of a free energy difference of AG. In order for an
atom to break away from its parent grain it must acquire, by thermal activation, an
activation energy of AG" as shown in figure 5.25b. If the frequency of atomic vibration
is vy, then the number of times per second that the atom acquires this energy is
vo exp(—AG"/kT). If there are n atoms per unit area of boundary which are suitable sites
for a jump, then the number of jumps per second from a grain is nvy exp(—AG?*/kT).
However, they will not all be in favourable positions to jump, and therefore we include a
grain boundary structure dependent factor Ay, which is the fraction of atoms able to
jump. As not all atoms may find a suitable site for attachment to the other grain, then
we introduce an accommodation factor A,, which is the fraction of successful
attachments. The effective flux of atoms from grain 1 to grain 2 will thus be

A a
AjAany exp(— %)

In the same manner, there will be a flux of atoms from grain 2 to grain 1, given by

—AG*+ A
AjAanyg exp(%)

There will therefore be a net flux from grain 1 to grain 2 of

p— a p—
J =AjAany exp( ﬁf )(l - exp(%f)) (5.13)
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If the boundary velocity is v, and the interatomic spacing is b, then,

b —AG? —-AG
V:JH:AJAAUOb eXp( KT ><1 —exp(ﬁ>> (514)

As the free energy changes during recrystallization are small, we may assume that
AG «KkT and expand exp(—AG/kT) giving

—AG"\ [AG
v =AjArb exp(7> <ﬁ) (5.15)
As the driving pressure P=AG then
—AG"\ P
v = AjAAayb exp( T )ﬁ (5.16)
and substituting AG = AH-TAS then
—AH? AS\ P
v = AjAavb exp( T >exp(T)ﬁ (5.17)
Equation 5.17 is therefore identical in form to equation 5.1 with
_ AJAAU()b —AH? AS
M= T exp( T )exp(T> (5.18)

The model discussed above is very general and not specific enough to allow prediction
of the parameters such as the activation energy (AH?). For example, although the
activated process is often identified with grain boundary diffusion, in this model the
atoms move across the boundary rather than within it and the two processes are not
necessarily identical. Also, a better defined basis for the parameters Ay and A needs to
be developed. These problems, and the question of whether atoms migrate within the
boundary region have been addressed more specifically in later theories which take
account of the boundary structure and which attempt to relate the mobility to
movements in grain boundary defects such as steps or dislocations as discussed below.

5.4.1.2 Early group-process theories

In the earliest group-process theory by Mott (1948), groups (islands) of atoms move
from one grain into the boundary region and similar groups attach themselves to the
other grain. Later developments of this type of model are reviewed by Gleiter and
Chalmers (1972). The attractiveness of such models was that because groups of atoms
were thermally activated, this required a much larger activation energy than that for a
single atom (equation 5.18), which was at that time in accord with experimental
observations. However, when it was later shown that such large activation energies were
due to impurities (§5.3.3), and were not characteristic of boundaries in pure materials
(table 5.2), attention switched to single-process theories. As discussed below, there is
now some evidence that cooperative atomic movements are important in boundary
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Fig. 5.26. The ledge mechanism of boundary migration. An atom is detached from a
kink in the ledge, migrates along the ledge and into the boundary, (after Gleiter 1969b).

migration of pure materials and newer versions of group-process models are currently
being developed.

5.4.1.3 Step models

An early attempt to incorporate the effects of boundary structure into a model for
boundary mobility was made by Gleiter (1969b) who proposed a detailed atomistic
model in which boundary migration occurred by the movement of steps or kinks in the
boundary as shown in figure 5.26. Evidence for the existence of such steps had been
found from transmission electron microscopy (Gleiter 1969a). The steps move by the
addition or removal of atoms from the steps, and the atoms are assumed to diffuse for
short distances within the grain boundary. This is an analogous process to that
occurring during the growth of crystals from a vapour, and interface migration by ledge
movement is a well established mechanism for the movement of interphase boundaries
during phase transformations (Aaronson et al. 1962).

For driving pressures of the magnitude encountered during annealing, Gleiter calculates
the boundary velocity to be

a
v = byy¥ exp(%)% (5.19)

This is similar to equation 5.15, but modified by a factor W which is a function
containing details of the step configuration in a boundary of thickness 8, and which is of

the form
c b/1 1
\IJ_S(I—I—g(H—g)) (5.20)

where ¢ is a constant and f; and f, are functions of the step density on the crystals either
side of the boundary. The mobility of the boundary is predicted to be dependent on
both the misorientation and the boundary plane through the terms f; and f,. For
example for the case of crystals rotated about a <111> axis in fcc metals, the ledge
density and hence the mobility is predicted to be lowest for the {111} twist boundaries as
is found in practice (§5.3.2.2).
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() (b)

Fig. 5.27. Atomic arrangement of a X5 tilt boundary in an fcc lattice which contains
dislocations with Burgers vectors (a) parallel to the boundary or (b) inclined to the
boundary. In (a) the boundary dislocations can move by glide, whereas in (b) climb and
glide are required. The open symbols represent the ABA. .. stacking sequence of the
{001} planes and the filled symbols are coincidence sites, (Smith et al. 1980).

5.4.1.4 Boundary Defect Models

An improvement in the understanding of the defect structure of high angle grain
boundaries, and recognition that steps and intrinsic boundary dislocations are common
features, has led to experimental and theoretical investigations into the role of these
defects in the processes of boundary migration. There is a very close relationship
between boundary steps and boundary dislocations, and in general, boundary
dislocations have steps in their cores (King and Smith 1980). The example shown in
figure 5.27 is of a 1/10 <310 > dislocation in a boundary close to X5 in an fcc material.
The height of these steps depends on the Burgers vector of the dislocation, the boundary
plane and the crystallography of the boundary. When such dislocations move, then the
steps move and boundary migration inevitably occurs. There is extensive evidence that
boundary dislocations move and multiply and that they retain their core structure at
elevated temperatures (e.g. Dingley and Pond 1979, Rae 1981, Smith 1992).

In special cases, the dislocations can glide in the boundary plane and therefore athermal
boundary migration is possible. A well known example of this is the case of 1/6 <112>
twinning dislocations in fcc materials. These dislocations move by glide on the {111}
planes and the twin plane advances by one {111} planar spacing for the passage of each
dislocation. In the more general case, the dislocation cannot glide in the boundary and a
combined glide/climb movement of the boundary dislocations is required.
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If boundary movement is accomplished by the collective movement of a density p of
boundary defects each moving at velocity v and having a step height h, then the
boundary velocity (vy) will be given (Smith 1992) by an expression of the form

vy = hpv (5.21)

Glide of boundary dislocations is of course associated with shear deformation and the
process of boundary dislocation motion results in a combined migration and sliding of
the boundary. Such a combined process has been modelled by Bishop et al. (1980) and
has been observed in zinc bicrystals by Ando et al. (1990), and on near X5 boundaries in
gold bicrystals by Babcock and Balluffi (1989a), who found good correlation between
the movement of boundary dislocations and the migration and sliding of a boundary
under stress. It should however be noted that such dislocation motion results in a shape
change, which if not relaxed can exert a back-stress such as to cancel out the driving
pressure for boundary migration (Smith et al. 1980). This suggests that the behaviour of
unconstrained bicrystals may be different from that of the constrained polycrystals
which are of more general importance in recrystallization and grain growth (cf. §5.2.1).

Further experiments of Babcock and Balluffi (1989b) in which the boundaries migrated
under the influence of capillary forces at high temperature showed quite different
behaviour. The boundaries migrated in a jerky fashion and the movement of boundary
dislocations was found to account only for a negligible part of the boundary migration,
particularly for more general boundaries. Whether or not such jerky boundary
migration is genuine or is an artefact of the experiment is not yet clear, although similar
behaviour has been found by a number of workers. On the basis of their experiments
and from computer simulations (Majid and Bristowe 1987) and Babcock and Balluffi
(1989b) have interpreted these experiments in terms of local cooperative shuffling of
atoms in a process similar to that proposed by Bauer and Lanxner (1986). This
mechanism is shown schematically for a £5 <001 > twist boundary in figure 5.28.
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Fig. 5.28. Proposed mechanism of migration of X5 [001] twist boundary by atomic

shuffling. (a) View along [001] showing first planes of crystal 1 (O) and crystal 2 (4)

facing the boundary. Vectors show the atomic shuffles of atoms in crystal 1 required to

displace the boundary by a/2 and produce the square boundary ledge shown obliquely
in (b), (after Babcock and Balluffi 1989b).
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Babcock and Balluffi (1989b) argue that this is a more important mechanism of
boundary migration than is the movement of boundary dislocations. However, the
number of atoms which must move in a coordinated manner in such a shuffle is large for
high order CSLs, and therefore this type of mechanism is only likely to be effective in a
highly ordered boundary and not in a general boundary.

5.4.1.5 The status of boundary migration models

Theoretical and experimental work in recent years has largely concentrated on the
behaviour of low X boundaries, and in particular on symmetrical tilt boundaries in
materials of very high purity. As such simple boundaries are not typical of more general
boundaries, this has probably led to an over-emphasis on the importance of boundary
structure and defects in interpreting the migration of boundaries as was concluded by
Smith (1992).

Although the movement of steps or boundary dislocations certainly occurs, and can
explain some properties of some boundaries, the important process in the more general
case appears to be the thermally activated transport of atoms across boundaries and the
migration would seem to be controlled by the activation energy for this process. Apart
from special cases, there is no good evidence that the sites of attachment and
detachment have any significant effect.

It has long been recognised that in general boundaries the local excess volume or porosity
of the boundary is a very important parameter which may determine not only the energy
of the boundary (§4.4.2), but also the migration behaviour (Seeger and Haasen 1956,
Gordon and Vandermeer 1966), and that except for low X boundaries, this is likely to be
more important than the atomistic details of the boundary structure. The concept of
excess boundary volume can explain a number of important factors which are related to
the boundary crystallography, including the higher mobility of tilt boundaries than twist
boundaries (§5.3.2.2) and the relative effect of solutes on general and special boundaries
(§5.3.3).

5.4.2 Theories of grain boundary migration in solid solutions

Most theories of the effects of solutes on boundary mobility are based on that proposed
by Liicke and Detert (1957) for dilute solid solutions. The theory was further developed
independently by Cahn (1962) and by Liicke and Stiiwe (1963), and later extended to
include higher solute contents by Liicke and Stiiwe (1971).

There are several other earlier theories which are reviewed by Liicke and Stiiwe (1963),
Gordon and Vandermeer (1966) and Gleiter and Chalmers (1972) and there have been
several later models, notably those proposed by Bauer (1974) and by Hillert and
Sundman (1976) and Hillert (1979) who extended the theory to include high solute
contents. However, the Cahn-Liicke—Stiiwe (CLS) model is still widely accepted as
giving a good semi-quantitative account of the effects of solute on boundary migration,
and this is the basis for the following discussion.

The CLS theory is based on the concept that atoms in the region of a boundary have a
different energy (U) to those in the grain interior because of the different local atomic
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environment. There is therefore a force (dU/dx) between the boundary and a solute
atom which may be positive or negative, depending on the specific solute and solvent.
The total force from the boundary on all solute atoms is P = XdU/dx, and an equal and
opposite force is exerted by the solute atoms on the boundary. The result of this
interaction is an excess or deficit of solute (an atmosphere) in the vicinity of the
boundary, and the solute concentration (c¢) is given by

c=c¢o exp(— %) (5.22)

where ¢ is the equilibrium solute concentration.

For a stationary boundary and a solute which is attracted to the boundary, the
interaction energy (U), force (F), solute concentration (¢) and diffusion coefficient (D)
are shown in figure 5.29 as a function of distance (x) from the boundary.

The extent to which an element segregates to a stationary boundary is usually related to
its solubility, and as a general rule the tendency for segregation increases as the
solubility decreases as is shown in figure 5.30. It is therefore to be expected that the force
exerted by solute atoms on a boundary, which is a function of the solute concentration
in the boundary and solute diffusivity, will depend strongly on the specific solute and
solvent combination.

\ 4

(c) (d)

Fig. 5.29. Schematic diagrams of the interaction of solute with a boundary. (a) The
potential U(x), (b) The interaction force F(x) between a solute atom and the boundary,
(c) The resulting distribution of solute atoms for a stationary boundary (full line) and
a boundary moving from left to right (dotted line), (d) Diffusivity in the boundary
region D(x).
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Fig. 5.30. Increasing grain boundary enrichment with decreasing solid solubility in a
range of systems, (after Hondros and Seah 1977).

If moving boundaries have a larger free volume than stationary boundaries (§5.3.4),
then it is to be expected that solubility in a moving boundary will be greater than in a
static boundary. There is some indirect evidence for this from a study of Pb—Au alloys
by Simpson et al. (1970) who found that precipitation occurred at grain boundaries in
specimens undergoing grain growth which were quenched and aged, whereas this effect
was not found in material with stationary boundaries.

5.4.2.1 Low boundary velocities
For a moving boundary, the solute profile becomes asymmetric as shown in figure 5.29¢
such that the centre of gravity of the distribution lags behind the boundary.

For the case illustrated in figure 5.29¢, where the boundary is moving from left to right,
there is therefore a net force due to the solute, dragging the boundary to the left. As the

boundary velocity increases, the solute lags further behind the boundary.

The relationship between the driving pressure (P) and boundary velocity (v) at low
velocities is found to be

pP= % +acev (5.23)
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where M is the mobility of the boundary in the absence of solute, and « is a constant
which depends on the details of the model.

It may be seen from equation 5.23 that the velocity is predicted to be inversely
proportional to the solute concentration (cp). The apparent activation energy for
boundary migration will be the mean value for solute diffusion in the boundary region,
which will depend both on the value of U and the assumed U-x and D-x profiles (fig.
5.29). Hillert (1979) has shown that the choice of these parameters has a large effect on
the results. For example, the CLS model assumed a wedge shaped energy-well rather
than that shown in figure 5.29a, and it also assumed that diffusivity is constant
throughout the material. It should be emphasised that this theory is limited to dilute
solid solutions (cy < 0.1%). Hillert (1979) calculated the boundary mobility using a
model which allows the boundary diffusivity to differ from that of the bulk and found
that the maximum value of the solute drag was much smaller than predicted by equation
5.23 if an increased boundary diffusivity was assumed.

5.4.2.2 High boundary velocities

The relationship between boundary velocity and driving pressure at intermediate
velocities is very difficult to calculate as it depends critically on the details and
parameters of the model. However a limiting case is reached at high boundary velocities
when the solute atoms can no longer keep up with the boundary, which then breaks
away from its atmosphere. In this case

v Co
P=_
M+oz’v

(5.24)

where o is a constant.

It is estimated that the first term is dominant and therefore the solute atoms have only a
small effect. The mobility and activation energy are then expected to be similar to the
intrinsic values for a boundary in a pure metal (§5.3.1).

Equations 5.23 and 5.24 are combined by Cahn (1962) and Liicke and Stiiwe (1963)
to give

v aCyV
P=—+—" 5.25
M + 1 + aa'v? ( )

5.4.2.3 Predictions of the model

This model predicts that the retarding force due to solute drag varies with boundary
velocity, reaching a maximum value as shown in figure 5.31. This figure also shows that
the solute drag becomes less effective at high temperatures, and this is because under
these conditions the solute concentration near the grain boundary decreases in accord
with equation 5.22, so that the atmosphere effectively evaporates.

Although, for the reasons discussed above, it is difficult to fully quantify the CLS
model, it is of interest to look at the qualitative predictions regarding the relationships
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Retarding force on boundary

Boundary velocity

Fig. 5.31. The variation of solute drag force with boundary velocity and temperature,
(after Liicke and Stiiwe 1963).

between driving pressure, solute concentration and temperature and boundary velocity,
as shown schematically in figure 5.32. In figure 5.32a the effect of three levels of solute
content on the relationship between velocity and driving pressure is shown and
compared with the behaviour of the pure material in which the velocity is proportional
to the driving pressure (equation 5.1). It may be seen that for very low solute
concentrations the curve is continuous, and deviates only slightly from that predicted
for the pure material. However, for high solute concentrations, the curve is S-shaped
and predicts a discontinuous change of velocity (dotted lines) from the lower branch
(equation 5.23) and the upper branch (equation 5.19). In figure 5.32b, the boundary
velocity is plotted as a function of temperature for the cases of low solute A, high solute
B and no solute C. The slope of the plot of In(v) vs 1/T may be interpreted in terms of an
apparent activation energy. The straight lines D and E superimposed on A and B,
represent the limiting cases for low velocity as given by equation 5.23.

5.4.2.4 Correlation of experiment and theory

Although the experimental data are very limited and the theories cannot as yet be fully
quantified, it appears that many features of the experimental results can be qualitatively
explained in terms of the CLS model.

e At low velocities the velocity is inversely proportional to the solute concentration

This result, which is predicted by equation 5.23, is consistent with the experimental
results shown in figure 5.17.

e At higher driving forces or lower solute concentrations, there is a transition to a high
velocity regime in which the boundary velocity is independent of solute content

This is clearly shown in the results of figures 5.17 and 5.19.
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Fig. 5.32. (a) Predicted grain boundary velocity as a function of the driving force for
different solute concentrations c3 > ¢, > ¢y, (b) Predicted grain boundary velocity as a
function of temperature for low (curve A) and high (curve B) solute concentrations.
Curve C represents the behaviour for the pure material and curves D and E the low
velocity limiting case described by equation 5.23, (after Liicke and Stiwe 1963).

e The apparent activation energy will decrease as the temperature increases

This result, which is predicted by the model as shown in figure 5.32b, is in accord with
many of the experimental results discussed in §5.3.3. The model predicts that at low
boundary velocity, the mobility is controlled by solute diffusion and therefore an
activation energy appropriate for this process is expected. Figure 5.32b predicts that in
moving from the low to high velocity regimes, the apparent activation energy should
exhibit a peak. The data shown in figures 5.17, 5.19 and 5.20 are consistent with this. In
some cases, e.g. figure 5.17, the activation energy in the low velocity regime is a function
of solute content. This may be due to the effect of solute on the boundary free volume
and hence on the activation energy for solute diffusion. The model predicts (fig. 5.32b)
that in the high velocity regime, the activation energy for boundary migration should be
similar to that for high purity material. The experimental results show that this is often
the case.

e The nature of the transition depends on the solute concentration and driving force

Figure 5.32b shows that the nature of the velocity transition with increasing temperature
is predicted to be gradual for low solute concentrations and sharp for higher con-
centrations. There is evidence that both gradual (figs. 5.19 and 5.20) and discontinuous
transitions (fig. 5.17) can occur, although a change in the nature of the transition as a
function of solute content has not yet been demonstrated in a single investigation.

e The effect of solute is less at higher temperatures

Equation 5.22 shows that at higher temperatures the solute atmosphere will be much
weaker. The results shown in figure 5.23 are in agreement with this.
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5.4.2.5 Development of the theory

Although the CLS model appears to be in reasonable qualitative agreement with many
of the experimental results, it is generally agreed that it cannot make realistic
quantitative predictions. The CLS approach is based on the segregation of impurities
to grain boundaries, and the activation energy for migration, is predicted to be
dependent on the solute and solvent, but independent of the solute concentration.
However, recent experiments have shown the activation energy to increase
significantly with the addition of small solute concentrations to high purity
aluminium, (Molodov et al. 1998), and these authors have suggested that this is
due to an interaction between the solute atoms at the boundary. Taking this into
account by applying the Bragg-Williams theory of regular solutions, they showed that
the boundary migration enthalpy includes the enthalpy of impurity migration, the
adsorption energy of solutes in the boundary and the energy of interaction
between adsorbed atoms, and that the theory gives a better account of the
experimental results.

There are a number of other factors which will need to be incorporated into quantitative
theories of grain boundary migration in solute-containing alloys. These include the
effect of solutes on boundary structure, energy and diffusivity and the interaction of solutes
and boundary crystallography.

5.5 THE MIGRATION OF TRIPLE JUNCTIONS

5.5.1 Introduction

This chapter has been concerned with the migration and mobility of grain boundaries.
However, in a 3-D polycrystal (or a subgrain structure), the grains are joined not only at
boundaries, but also at triple junction lines (§4.5) and quadruple junction points. The
triple junctions are defects which will have particular atomic structures and energies
(Palumbo and Aust 1992, King 1999).

Galina et al. (1987) first suggested that triple junctions might have a finite mobility and
that under some circumstances this, rather than the boundary mobility might limit the
rate of growth of a grain assembly. It is postulated that by analogy with equation 5.1,
the triple junction velocity (vry) is proportional to the driving pressure (Pty) and the
mobility (Mryy)

vry= M1;P1y (5.26)

The mobilities of the triple junctions can only be accurately measured experimentally for
a very limited set of geometrical configurations and have been reported for 99.999%
zinc (Czubayco et al. 1998), and 99.999% aluminium (Protasova et al. 2001) in
tri-crystals containing symmetrical tilt boundaries.

It is found that the temperature dependence of boundary and triple junction mobilities
is markedly different as shown in figure 5.33, with the activation energy for triple
junction migration being approximately twice that for self diffusion.
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Fig. 5.33. Temperature dependence of triple junction (@) and grain boundary (A)
mobilities in 99.999%Al, ( Protasova et al. 2001).

Molecular dynamic simulations (Upmanyu et al. 2002) and 2-D vertex models
(Weygand et al. 1998a) are in general agreement with the limited experimental data,
and it is significant that the molecular dynamic simulations indicate that the mobility of
a triple junction depends also on its direction of motion.

5.5.2 The importance of triple junction mobility

Both experiments and simulations show that triple junction mobility is finite and may be
sufficiently small to limit the rate of grain boundary migration. In such circumstances,
the usual assumption that the rate of subgrain (§6.5) or grain (§11.1) growth is
controlled by boundary mobility would be incorrect. The effects of finite triple junction
mobility on the grain growth of a polycrystal have been examined theoretically
(Gottstein et al. 2000) and by computer simulation (Weygand et al. 1999), and the main
conclusions are that when triple junction drag is significant,

e The isothermal grain growth kinetics are similar to those for boundary control, i.e.
R oc t!/? (§11.1)

e The scaling behaviour for grain size distribution (§11.1.1) disappears

e The von Neumann-Mullins law (§11.1.5) is no longer valid

Because of the limited data available, it is difficult to ascertain the conditions under
which triple junction drag will be a significant factor in grain growth, but it is
expected that this will be for small grain sizes, low temperatures and near high
symmetry misorientations. The simulations (Upmanu et al. 2002) suggest that triple
junction drag may only be significant in materials of grain size up to ~50
interatomic spacing, and therefore important only for nanocrystalline materials. The
large differences in the activation energies for boundary and triple junction migration
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(figure 5.33) should enable the controlling mechanism to be identified from
measurements of the temperature dependence of the grain growth kinetics of
polycrystals.

Although there is currently little data available for materials of very small grain sizes,
the measured activation energies for both grain growth and subgrain growth (5.2.2.1)
are typically close to those for self diffusion, corresponding to control by boundary
rather than triple junction migration. The grain growth kinetics of an AI-Mg alloy (fig.
14.12), measured over a large range of sizes, appear to be similar at both small
(<0.5um) and large grain sizes (Hayes et al. 2002), suggesting that a common
mechanism operates.
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Chapter 6

RECOVERY AFTER
DEFORMATION

6.1 INTRODUCTION

6.1.1 The occurrence of recovery

The term recovery refers to changes in a deformed material which occur prior to
recrystallization, and which partially restore the properties to their values before
deformation. It is now known that recovery is primarily due to changes in the
dislocation structure of the material, and in discussing recovery it is most convenient to
concentrate on the microstructural aspects.

Recovery is not confined to plastically deformed materials, and may occur in any crystal
into which a non-equilibrium, high concentration of point or line defects has been
introduced. Well known examples of this are materials which have been irradiated or
which have been quenched from high temperatures. In these situations recovery will
occur on subsequent annealing and this may restore the properties and microstructure
completely to the original condition (e.g. Koehler et al. 1957, Baluffi et al. 1963). In this
chapter we are concerned only with recovery which occurs on annealing after prior
deformation.

Even in the case of deformed metals, point defects as well as dislocations will be formed
during deformation. However, as most of the excess point defects will anneal out at low
temperatures, this does not usually constitute a separately identifiable stage of the
recovery of a cold worked metal and will not be considered further.
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Fig. 6.1. Various stages in the recovery of a plastically deformed material.

Dislocation recovery is not a single microstructural change but a series of events which
are schematically shown in figure 6.1, and a detailed discussion of these recovery
processes is given in §6.3 to §6.5. Whether any or all of these occur during the annealing
of a particular specimen will depend on a number of parameters, including the material,
purity, strain, deformation temperature and annealing temperature. In many cases some
of these stages will have occurred during the deformation as dynamic recovery. Although
the recovery stages tend to occur in the order shown, there may be significant overlap
between them.

Before considering the details of recovery, we should note that recovery and
recrystallization are competing processes as both are driven by the stored energy of
the deformed state (§2.2). Once recrystallization has occurred and the deformation
substructure has been consumed, then clearly no further recovery can occur. The extent
of recovery will therefore depend on the ease with which recrystallization occurs.
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Conversely, because recovery lowers the driving force for recrystallization, a significant
amount of prior recovery may in turn influence the nature and the Kkinetics of
recrystallization. The division between recovery and recrystallization is
sometimes difficult to define, because recovery mechanisms play an important role in
nucleating recrystallization. Additionally, as will be discussed at the end of this chapter,
there are circumstances in which there is no clear distinction between the two
phenomena.

The extensive early work on the recovery of deformed metals has been reviewed by Beck
(1954), Bever (1957) and Titchener and Bever (1958), but despite its obvious
importance, recovery attracted little interest in later years. However, the current
industrially driven move to produce quantitative physically-based models for annealing
processes has resulted in renewed interest in recovery (e.g. Nes 1995a).

6.1.2 Properties affected by recovery

During recovery, the microstructural changes in a material are subtle and occur on a
small scale. The microstructures as observed by optical microscopy do not usually reveal
much change and for this reason, recovery is often measured indirectly by some bulk
technique, for example by following the change in some physical or mechanical
property.

Measurement of the changes in stored energy by calorimetry is the most direct method
of following recovery because the stored energy is related to the number and
configuration of the dislocations in the material (§2.2). In a classic series of experiments
Clareborough and colleagues (Clareborough et al. 1955, 1956, 1963) studied the stored
energy release in copper, nickel and aluminium. The development of high-sensitivity
differential scanning calorimeters has, in recent years, led to their use to measure
annealing phenomena, although as discussed in appendix 2.2.1, interpretation of the
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Fig. 6.2. The recovery of 99.999% Al deformed to a true strain of 6.91 at 77K as
measured by differential scanning calorimetry, (Schmidt & Haessner 1990).



172 Recrystallization

0.015
+ 40
0.010 g
100 | S
f) @
2 2+ 30
E ) 0005 15 |~ »
5 ] q2
(]
= -
s ¥ 10
a—) =
3
T 25
0 1 ) 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400

Temperature °C

Fig. 6.3. The recovery of 99.998% Aluminium deformed 75% in compression,
measured by calorimetry, electrical resistivity and hardness. Heating rate 6°C/min,
(Clareborough et al. 1963).

results may not be straightforward. Figure 6.2 from the work of Schmidt and Haessner
(1990), shows the annealing of high purity aluminium which was deformed at —196°C
and maintained at that temperature until the calorimetry was performed. The peak at
around —70°C is due to the recovery of point defects and that at ~—20°C is due to
recrystallization. A separate peak due to dislocation recovery is not detected. The
99.999% high purity aluminium recrystallizes at such a low temperature that either no
significant dislocation recovery occurs prior to recrystallization, or else the peak is too
close to that due to recrystallization to be detected. Figure 6.3 shows the heat evolved on
annealing 99.998% aluminium after deformation at room temperature. In this case
two stages are detected, the broad peak at 100-250°C corresponds to the heat evolved
during dislocation recovery and the peak at 300°C to that evolved during
recrystallization.

Several other physical properties which are altered during plastic deformation are
subsequently modified by recovery, and these include density and electrical resistivity
(fig. 6.3). It is however difficult to relate these quantitatively to the microstructural
changes which occur during recovery, and as is the case for stored energy, these
parameters are sensitive to any small amounts of phase transformation which may
occur on annealing.

The microstructural changes which occur during recovery affect the mechanical
properties, and therefore recovery is often measured by changes in the yield stress or
hardness of the material (fig. 6.3), although these changes are often small. The
mechanical properties of a recovered material are of great practical importance
and their relationship to the microstructural changes has been extensively studied
(§6.5.2.3).
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6.2 EXPERIMENTAL MEASUREMENTS OF RECOVERY

6.2.1 The extent of recovery

6.2.1.1 The effect of strain

For polycrystalline metals, complete recovery can only occur if the material has been
lightly deformed (Masing and Raffelsieper 1950, Michalak and Paxton 1961). However,
single crystals of hexagonal close-packed metals such as zinc, which can be deformed to
large strains on only one slip system, are able to completely recover their original
microstructure and properties on annealing (Haase and Schmid 1925, Drouard et al.
1953). Single crystals of cubic metals if oriented for single slip and deformed in stage 1 of
work hardening may also recover almost completely on annealing (Michalak and
Paxton 1961). However, if the crystals are deformed into stages II or III of work
hardening, then recrystallization may intervene before any significant amount of
recovery has occurred (Humphreys and Martin 1968). This behaviour is explainable in
terms of the annealing behaviour of the various types of dislocation structure produced
during deformation (§6.3).

The fraction of the property change which may be recovered on annealing at a constant
temperature is usually found to increase with strain (Leslie et al. 1963). However, this
trend may be reversed in more highly strained materials, because of the earlier onset of
recrystallization.

6.2.1.2 The effect of annealing temperature
The annealing curves of lightly deformed iron (fig. 6.4) and zinc (fig. 6.5) indicate that
more complete recovery occurs at higher annealing temperatures.

6.2.1.3 The nature of the material

The nature of the material itself also determines the extent of recovery. One of the most
important parameters is the stacking fault energy ysgg, which, by affecting the extent to
which dislocations dissociate, determines the rate of dislocation climb and cross slip,
which are the mechanisms which usually control the rate of recovery (§6.3). In metals of
low stacking fault energy (table 2.4) such as copper, a-brass and austenitic stainless
steel, climb is difficult, and little recovery of the dislocation structure normally occurs
prior to recrystallization. However, in metals of high stacking fault energy such as
aluminium and o-iron, climb is rapid, and significant recovery may occur as seen in
figures 6.3 and 6.4. Solutes may influence recovery by their effect on the stacking fault
energy (as discussed above), by pinning dislocations, or by affecting the concentration
and mobility of vacancies. Solute pinning of dislocations will both inhibit dynamic
recovery, resulting in a higher stored energy than for a solute-free material, and also
inhibit static recovery. As the former will promote and the latter retard recovery, it is
difficult to predict the net effect. For example, magnesium is known to pin dislocations
in aluminium, and to retard dynamic recovery (§2.4.3), leading to a higher stored energy
in AI-Mg alloys than pure aluminium. On subsequent annealing, even though Mg
impedes the dislocations during recovery, the recovery in the Al-Mg alloys is
rapid (Barioz et al. 1992), and may be faster than in pure aluminium (Perryman
1955). In a similar manner, small amounts of manganese pin the dislocations in iron
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Fig. 6.4. Isothermal recovery of iron deformed 5% at 0°C. (a) Recovery of hardness as
a function of time, (b) Logarithmic plot, (c) Change of activation energy during
recovery, (Michalak and Paxton 1961).

(Leslie et al. 1963), and by inhibiting dynamic recovery and retaining a high dislocation
content, promote subgrain formation on subsequent annealing.

6.2.2 Measurements of recovery kinetics

Experimentally, recovery is often measured by the changes in a single parameter, such as
hardness, yield stress, resistivity or heat evolution. If the change of such a parameter
from the annealed condition is Xg, then the kinetics of recovery, dXg/dt may be



Recovery After Deformation 175

100

©
o

[o]
o

~
o

[=]
o

[$)]
o

Residual strain hardening %
((1-R) x 100

B
o

[
o

1
40 60 80 100
Recovery time (min)

o
N
o

Fig. 6.5. Recovery in zinc crystals deformed to a shear strain of 0.08,
(Drouard et al. 1953).

determined from experiment. It is often difficult to obtain a fundamental insight into
recovery from such analyses, firstly because the relationship of the parameter Xg to the
microstructure is usually very complex, and secondly because recovery may involve
several concurrent or consecutive atomistic mechanisms (fig. 6.1) each with its own
kinetics.

6.2.2.1 Empirical kinetic relationships

Experimental results have been analysed in terms of several different empirical
relationships between Xy and t. The two most commonly reported isothermal
relationships, which we will refer to as types 1 and 2 are as follows:

Type 1 kinetics:

dXR _ g

R TR ©.1)

which on integration gives

Xr =¢ —¢int (6.2)
where ¢; and ¢, are constants.
It is clear that this form of relationship cannot be valid during the early stages of

recovery (t — 0) when Xg — X or at the end of recovery (t — oo) when Xg — 0.

Type 2 Kkinetics:

dXr

S= aXR (6.3)
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which on integration gives
XD = X, ™D = (m — 1)t (6.4)
for m>1, and
In(Xg) — In(X,) = ¢t (6.5)

form=1.

6.2.2.2 Recovery of single crystals deformed in single slip

The kinetics of recovery of single crystals of zinc deformed at —50°C in simple shear so
that deformation occurred by shear on the basal plane were measured by Drouard et al.
(1953) and are shown in figure 6.5. The extent of the recovery (R) was defined in terms
of the yield stress of the recovered crystals (o), the yield stress of the as-deformed crystal
(o) and the yield stress of the undeformed crystal (oq) as

o, — 0
:M (6.6)
(Um - 00)
The relationship between the amount of recovery, time and temperature was found,
over a wide range of conditions to be

R =¢l ——!
ciint K

6.7)
These are type 1 kinetics, and the activation energy (Q) was found to be 83.7 kJ/mol,
which is close to the activation energy for self diffusion of zinc (table 5.1).

Other measurements of recovery in zinc crystals (Cottrell and Aytekin 1950) and
aluminium crystals (Kuhlmann et al. 1949, Masing and Raffelsieper 1950) have also
found a relation between Xg and time, of a form consistent with type 1 kinetics.

An unusual type of recovery has been found in deformed dispersion-hardened single
crystals of copper (Hirsch and Humphreys 1969, Gould et al. 1974). If these crystals are
deformed to shear strains of up to ~0.15 at room temperature or below, then on
annealing at room temperature, a large fraction of the work hardening recovers in a
short time, as shown in figure 6.6. The activation energy for the process is found to be
~90 kJ/mol, which is less than half the activation energy for self diffusion in copper
(table 5.1). This recovery effect has been attributed to the annealing out of the unstable
high energy Orowan loops which form at the particles during deformation (§2.9.3), by a
process of dislocation climb controlled by pipe or core diffusion. Although similar effects
have been reported in particle-containing aluminium single crystals (Stewart and Martin
1975), this type of recovery has not been detected in particle-containing polycrystals,
and may be a consequence of the simpler dislocation structures formed in deformed
single crystals.
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Fig. 6.6. The amount of work hardening which is recovered in 3hrs at room
temperature in Cu-Al,O; crystals oriented for single slip, and deformed at 77K,
(Humphreys and Hirsch 1976).

6.2.2.3 Recovery Kkinetics of polycrystals

The recovery kinetics of iron in figure 6.4 are typical of metals in which extensive
recovery occurs, and show that the rate of recovery is initially rapid and then decreases
monotonically.

Type 1 kinetic relationships have frequently been found to describe recovery in
polycrystals, and plots of fractional recovery against log(time) for iron are shown in
figure 6.4b. However, it may be seen from this figure that a straight line corresponding
to equation 6.2 is usually only found over part of the recovery range as would be
expected from this type of relationship.

An activation energy for recovery may be obtained from the temperature dependence of
the recovery rate at a particular stage of the recovery, using the usual Arrhenius
relationship. In some cases the activation energy is found to rise as recovery proceeds.
For example, Michalak and Paxton (1961) measuring the recovery kinetics of zone-
refined iron deformed 5%, found that the activation energy rose from 91 kJ/mol at the
start of recovery to ~220 kJ/mol (close to that for self diffusion in iron), when recovery
was essentially complete as shown in figure 6.4c. Van Drunen and Saimoto (1971)
measured the recovery kinetics of deformed < 100> copper crystals at various
temperatures, and found kinetics of type 2 with m =2, and an activation equal to that
for self diffusion in copper.

An interpretation of the types of kinetics discussed above can only be obtained if the
physical processes occurring during recovery are understood. In the following sections
we will discuss three levels of recovery — dislocation annihilation, dislocation
rearrangement and subgrain growth, and where possible relate these mechanisms to
the recovery kinetics.
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6.3 DISLOCATION MIGRATION AND ANNIHILATION
DURING RECOVERY

During recovery the stored energy of the material is lowered by dislocation movement.
There are two primary processes, these being the annihilation of dislocations and the
rearrangement of dislocations into lower energy configurations. Both processes are
achieved by glide, climb and cross-slip of dislocations. We do not intend to discuss the
physics of dislocations in detail, and for further information the reader should consult a
suitable reference such as Friedel (1964), Hirth and Lothe (1968) or Hull and Bacon
(2001).

6.3.1 General considerations

A schematic diagram of a crystal containing an array of edge dislocations is shown in
figure 6.7. The elastic stress fields of the dislocations interact and the resultant forces
will depend on the Burgers vectors and relative positions of the dislocations. For
example, dislocations of opposite sign on the same glide plane e.g. A and B, may
annihilate by gliding towards each other. Such processes can occur even at low
temperatures, lowering the dislocation density during deformation and leading to
dynamic recovery. Dislocations of opposite Burgers vector on different glide planes, e.g.
C and D, can annihilate by a combination of glide and climb. As climb requires thermal
activation, this can only occur at high homologous temperatures. A similar
configuration of screw dislocations would recover by the annihilation of dislocations
by cross-slip. This would occur at low homologous temperatures in a material such as
aluminium with a high stacking fault energy, but at higher temperatures for a material
of lower stacking fault energy.

The crystal of figure 6.7 contains dislocations of only one type of Burgers vector and it
contains equal numbers of dislocations of the two signs. Thus complete recovery by
dislocation annihilation is possible. This corresponds to the case of crystals which have
deformed by slip on only one system as discussed in §6.2.1.1.
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Fig. 6.7. Schematic diagram of a crystal containing edge dislocations.
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6.3.2 The kinetics of dipole annihilation

Two parallel dislocations of opposite Burgers vector, such as C and D in figure 6.7 are
known as a dislocation dipole. In a well known paper, Li (1966) discussed the kinetics of
annihilation of dislocation dipoles of edge, screw or mixed character.

The attractive force (F) between two parallel screw dislocations of opposite sign,
separated by a distance x is

2
p_Gb

T 2mx 6:8)

If the dislocation climb velocity is proportional to F (see equation 5.8), then the dipole
separation will decrease as

dx
—=-¢F 6.9
a- 69)
Combining equations 6.8 and 6.9 we obtain
dx Co

Measurements of the life of screw dipoles in LiF (Li 1966) shown in figure 6.8 are in
agreement with this relationship. Li also showed that the kinetics of annihilation of edge
and mixed dipoles would be similar to those of equation 6.10.

In order to use this theory to calculate the recovery of a material containing a
distribution of dipoles, it is necessary first to assume that the dipoles do not interact
with each other, and second to know the initial distribution of dipole heights. Li (1966),
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Fig. 6.8. Life of screw dislocation dipoles in LiF crystals, (Li 1966).
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making assumptions about the dipole size distribution based on their mechanism of
formation during deformation showed that

d
d—f:—clpz (6.11)

or

1 1
———=cyt (6.12)
P Po

where pg is the initial dislocation density. These kinetics are equivalent to those of
equations 6.3 and 6.4 (type 2 kinetics) with m = 2.

Rates of change in dislocation density during recovery consistent with type 2 kinetics
have been found by Li (1966) for LiF (m =2) and by Prinz et al. (1982) in copper and
nickel (m = 3).

It is of interest to compare the kinetics of the annihilation of non-interacting dislocation
dipoles with the kinetics predicted for a random array of parallel edge dislocations such
as is shown schematically in figure 6.7 when both dipole and longer range interactions
are considered. The elastic forces acting on a single edge dislocation due to a parallel
dislocation of the same or opposite Burgers vector are known (see e.g. Hirth and Lothe
1968, Hull and Bacon 2001), and for an array such as shown in figure 6.7, the forces
acting on any dislocation may be taken to be the sum of the forces due to the other
dislocations. If the velocity of a dislocation is assumed to be proportional to the force
acting on it (equation 5.8), an assumption which was shown to be valid for the dipoles
discussed above, then the rearrangement of the dislocation array due to its internal
forces may be computed. Starting with a computer-simulated array of 500 dislocations
of each of the two opposite Burgers vectors, the microstructure evolves as shown in
figure 6.9, and the kinetics are shown in figure 6.10. Although the rate of recovery is
initially consistent with equation 6.11, it subsequently falls more rapidly with time and,
as shown in figure 6.10b, is closer to a relationship of the form p~1% o t. The reason
for the slower recovery rate at longer times may be seen from examination of figure
6.9b. As annealing proceeds, the formation and annihilation of dislocation dipoles
occurs, e.g. at D. However, in addition to this, the dislocations begin to form low energy
tilt boundaries (B), and as these are reasonably stable structures, the rate of dislocation
annihilation is now much slower. Therefore there are two recovery mechanisms
operating simultaneously, dislocation annihilation and rearrangement into stable
configurations; this illustrates well the difficulties in analysing recovery data in terms
of a single recovery mechanism.

The simulation described above neglects the behaviour of screw dislocations and is
therefore unlikely to accurately predict the annealing of a deformed material containing
dislocations of one type of Burgers vector. However, it does indicate that in addition to
dipole interactions, other longer range interactions may be important in determining the
annealing kinetics, and this simulation is in general agreement with the in-situ HVEM
annealing experiments of Prinz et al. (1982) which showed low angle boundary
formation and dipole annihilation to occur concurrently.
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Fig. 6.9. Computer simulation of the annealing of edge dipoles (a) initial
microstructure, (b) later stage of recovery showing the incipient formation of low
angle boundaries.

6.3.3 Recovery kinetics of more complex dislocation structures

In the above section we considered only the recovery of simple dislocation arrays
consisting of parallel dislocations of similar Burgers vector. In polycrystals and single
crystals deformed on more than one slip system, the dislocation structures are much
more complex, and Friedel (1964) has considered the recovery kinetics of general
dislocation structures. It is not obvious which mechanism controls dislocation
movement during recovery in various circumstances, as in addition to dislocation
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Fig. 6.10. Kinetics of recovery in the computer simulation of figure 6.9, (a) The
variation of dislocation density (p) with time; (b) The variation of p~'° with time.

climb by either bulk or core diffusion, there is also the possibility that the processes of
thermally activated glide or cross-slip may be rate controlling.

Following Friedel, we assume that the dislocation structure is in the form of a three-
dimensional network (Frank network) of mesh size R. From the geometry of the
network we expect that the dislocation velocity (v) is related to the change in scale of
the network by dR/dt~v, and considerations of the energy of the system show that the
driving force for coarsening of the network by dislocation migration is then

Fr— (6.13)

6.3.3.1 Control by dislocation climb
Under conditions of small driving force and a negligible vacancy supersaturation, the
dislocation velocity (v) is given by equation 5.8. Thus, from equations 5.8 and 6.13

dR  D,Gb’c
V=9 T KR 6.14)
and hence
R* =R} +cit (6.15)

where ¢; =2Dg Gb3cj/kT.

The dislocation density p is related to the network spacing by p~R~2 and hence
equation 6.15 may be written as

11

I — (6.16)

which is of the same form as the type 2 empirical kinetics of equation 6.4 with m=2.
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By assuming the relationship between flow stress (o) and p given by equation 2.2, this
can also be written as

— - =t (6.17)

where c;=(2 Ds ¢;)/(a* GbkT)

At high temperatures, climb is expected to be controlled by the formation (Qyg) and
movement (Qyy) of vacancies, as is self diffusion (Qs). However at lower temperatures,
jog formation (Q;) may also be a rate determining step. Therefore the activation energy
for climb (Qcp) is expected to be

Qcr = Qvr + Qvm = Qs (at high temperatures)

6.18
QcrL = Qvr + Qvm + Qj (at low temperatures) 6.13)

There are however, circumstances in which the climb may be controlled by diffusion
along the dislocation lines (core or pipe diffusion), rather than through the lattice.
In these circumstances the activation energy (Q.) will be substantially lower than
Q,, and typically Q./Qs ~ 0.5 (table 5.1). Prinz et al. (1982) have suggested that for
extended dislocations, the climb during recovery is likely to be controlled by core
diffusion.

6.3.3.2 Control by thermally activated glide of dislocations

Several authors (Kuhlmann 1948, Cottrell and Aytekin 1950, Friedel 1964) have
considered the possibility that recovery may be controlled by thermally activated glide
or cross-slip. It is proposed by these authors that the activation energy (Q) is a
decreasing function of the internal stress (o) and that the rate of recovery is

d —
dit’z - clexp(%) (6.19)

It is suggested that the stress dependence of the activation energy at low stresses may be
of the form

Qo) =Qp — 20 (6.20)
and hence
d _ _
di(t’ = —cwxp(%) (6.21)

On integration this gives (Cottrell and Aytekin 1950)

kT t
o=o0)— gln(l + t—) (6.22)

0
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Fig. 6.11. Recovery of Al-3%Mg (¢ =3) plotted according to equation 6.22, (Barioz
et al. 1992).

where o is the flow stress at t=0 and t, is given by

kT ex QO — C0
CiCy P kT

This relationship is similar in form to the type 1 kinetics of equation 6.2.

Therefore if recovery is controlled by thermally activated glide, we expect an activation
energy which decreases with increasing dislocation density (or cold work), and which
increases during the anneal. This relationship is consistent with the experimental results
of Kuhlmann et al. (1949), Cottrell and Aytekin (1950) and Michalak and Paxton (1961)
(figure 6.4c). It has been claimed that more recent measurements of recovery in Al-Mg
alloys, shown in figure 6.11 (Barioz et al. 1992), are also consistent with this model. Q,
was found to be independent of strain, but to depend on the magnesium content of the
alloy, and ranged from 277 kJ/mol for Al-1%Mg to 231 kJ/mol for Al-5% Mg. In all
cases Qy was found to be much larger than that for self diffusion for aluminium, which
is ~142 kJ/mol.

Hirth and Lothe (1968) have discussed the velocity of dislocations under various other
circumstances, and in particular have considered the thermally activated glide of jogged
dislocations. The particular relationship between the dislocation velocity and the driving
force is found to depend not only on the type of diffusion (core or bulk), but also on the
way in which the jogs are assumed to move and on the effect of solutes.

Stacking fault energy will also be an important parameter in determining the rate of
climb or cross-slip. Argon and Moffat (1981) proposed that the climb of extended edge
dislocations in fcc metals is controlled by vacancy evaporation at extended jogs, and
under these conditions the rate of climb is given by

¢'Dy

where Dy may be either core or bulk diffusivity.
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Reference to the discussion of climb-controlled recovery in §6.3.3.1 shows that if the
climb velocity is given by equation 6.23 instead of equation 5.8, the recovery rate will be
proportional to y3gg.

In conclusion we see that there are several possible kinetic equations to describe uniform
dislocation recovery, some of which predict kinetics similar to those which have been
observed experimentally. In principle, it should be possible to identify the applicable
model from the form of the experimental annealing response. However, much more
work is needed before this can be done with confidence, and we highlight four areas of
difficulty.

e The relationships between mechanical properties and microstructure are in reality much
more complex than those used in current recovery models (§6.2.2).

Although recovery is frequently measured by changes in mechanical properties, reliable
interpretation of such data in terms of the dislocation content and arrangement is not
possible in most cases.

e The mechanisms of dislocation annihilation and dislocation rearrangement may not be
consecutive, but may occur concurrently (fig. 6.9).

Because of this, a model of recovery based solely on dislocation annihilation or growth
of a Frank dislocation network may not be appropriate, and the effect of the recovery
mechanisms to be discussed in §6.4 and §6.5 will also need to be incorporated as
appropriate into the overall recovery model.

e The effects of solutes and stacking fault energy on dislocation mobility need more
accurate formulation than has been possible to date.
e The heterogeneity of recovery throughout the microstructure cannot be ignored.

As is evident in considering the deformed state (§2.4) and primary recrystallization
(chapter 7), inhomogeneities in the deformed state lead to inhomogeneous annealing.
Therefore changes in the rate of recovery, as measured by changes of a bulk property,
during an anneal may well be due to different recovery rates in different parts of the
microstructure. This factor, which was first suggested by Kuhlmann (1948) in order to
explain the change in activation energy during recovery, needs to be incorporated into
any comprehensive model of recovery.

6.4 REARRANGEMENT OF DISLOCATIONS INTO STABLE ARRAYS

6.4.1 Polygonization

If, as shown in figure 6.12a, unequal numbers of dislocations of two signs are produced
during deformation, then, the excess cannot be removed by annihilation (fig. 6.12b). On
annealing, these excess dislocations will arrange into lower energy configurations in the
form of regular arrays or low angle grain boundaries (LAGBs). The simplest case is that
shown in figure 6.12c in which dislocations of only one Burgers vector are involved.
Such a structure may be produced by bending a single crystal which is deforming on a
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Fig 6.12.  Recovery by polygonisation of a bent crystal containing edge dislocations.
(a) As deformed, (b) After dislocation annihilation, (¢) Formation of tilt boundaries.

single slip system, as was first demonstrated by Cahn (1949), and this mechanism is
often known as polygonization.

The dislocation walls shown in figure 6.12c are known as tilt boundaries. These are a
particularly simple type of low angle grain boundary, and such boundaries are discussed
more fully in chapter 4. According to the Read-Shockley equation (equation 4.5), the
energy of a tilt boundary increases with increasing misorientation and the energy
per dislocation decreases with increasing misorientation (fig. 4.5). Therefore there
is a driving force to form fewer, more highly misoriented boundaries as recovery
proceeds.

6.4.2 Subgrain formation

In the case of a polycrystalline material subjected to large strains, the dislocation
structures produced on deformation and on subsequent annealing are much more
complex than the simple case shown in figure 6.12¢ because dislocations of many
Burgers vectors are involved. Dislocations of two or more Burgers vectors react to
form two-dimensional networks whose character depends on the types of dislocation
involved (§4.3).
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Fig. 6.13. Transmission high voltage electron micrographs (HVEM) of aluminium
deformed 10% and annealed in-situ. (a) Deformed structure, (b) Same area after 2 min
anneal at 250°C.

In an alloy of medium or high stacking fault energy, the dislocations are typically
arranged after deformation in the form of a three dimensional cell structure, the cell
walls being complex dislocation tangles (§2.4.2 and fig. 2.9a,b) and the size of the cells
being dependent on the material and on the strain.

The transmission electron micrograph of figure 6.13a shows equiaxed cells of diameter
~1 um in deformed aluminium. By annealing this specimen in situ in an HVEM, the
recovery processes can be followed directly, and figure 6.13b shows the same area after
annealing. The tangled cell walls, e.g. at A and B have become more regular dislocation
networks or low angle grain boundaries and the number of dislocations in the cell
interiors has diminished. The cells have now become subgrains, and at this stage there is
little change in the scale of the structure.

The transition from loose tangles of dislocations in cell walls to subgrain boundary
formation as shown in figure 6.13, can be considered to be a distinct stage in the
recovery process (fig. 6.1d). It involves some annihilation of redundant dislocations and
the rearrangement of the others into low angle grain boundaries. There have been many
TEM studies of this stage of recovery, including those of Bailey and Hirsch (1960) on
nickel, Carrington et al. (1960) and Hu (1962) on iron, and Lytton et al. (1965) and
Hasegawa and Kocks (1979) on aluminium. As this process occurs, the mechanical
properties are altered, the yield stress being lowered, but the work hardening rate rising,
as shown by Lytton et al. (1965) and Hasegawa and Kocks (1979).

In some cases dynamic recovery during deformation occurs to such an extent that the
dislocations are already in the form of a well developed subgrain structure after
deformation, and post-deformation recovery then involves mainly a coarsening of the
subgrain structure as discussed in the next section. The factors which tend to promote
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Fig. 6.14. Subgrain formation in copper containing a dispersion of SiO, particles,
deformed 50% by cold rolling and annealed at 700°C, (Humphreys and Martin 1968).

the formation of a subgrain rather than a cell structure during deformation are:-

high stacking fault energy,

low solute content,

large strain, and

high temperature of deformation.

Well developed subgrain structures are not usually observed in metals of lower stacking
fault energy such as stainless steel, because, as discussed above, recrystallization occurs
before significant recovery can occur. However, if recrystallization is inhibited, for
example by the presence of finely dispersed second-phase particles, then at a sufficiently
high temperature, recovery will occur leading to the formation of well defined subgrains
(Humphreys & Martin 1967) as shown in figure 6.14. If the deformation is relatively
uniform so that the heterogeneities required for the nucleation of recrystallization are not
formed, then pronounced recovery may occur even in pure copper, and van Drunen and
Saimoto (1971) found that subgrain formation rather than recrystallization occurred
during the annealing of <100 > copper crystals which had been deformed in tension.

6.5 SUBGRAIN COARSENING

The stored energy of a recovered substructure such as that of figure 6.13b is still large
compared with that of the fully recrystallized material, and can be further lowered by
coarsening of the substructure, which leads to a reduction in the total area of low angle
boundary in the material.

6.5.1 The driving force for subgrain growth

The driving force for subgrain growth arises from the energy stored in the subgrain
boundaries. If the microstructure can be approximated to an array of subgrains of
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radius R and boundary energy ys, then the stored energy per unit volume (Eq) is ays/R,
where « is a shape factor of ~1.5 (equation 2.7). The driving force F for subgrain growth
arises from the reduction in stored energy as the subgrain grows and thus, following
@rsund and Nes (1989), we find

o) 2

If it is assumed that the stored energy is uniform and that the force is distributed evenly,
the driving pressure P is given by

p_F__r4 (L) (6.25)

If yg is constant during subgrain growth then

_an

P
R

(6.26)

However, as ys is a function of the misorientation of the adjacent subgrains (§4.3), the
driving pressure (P) may not remain constant during subgrain growth.

6.5.2 Experimental measurements of subgrain coarsening

6.5.2.1 The kinetics of subgrain growth
Many measurements of the change of subgrain size (D) with time (t) at constant
temperature reveal kinetics of the form

D" — D = ¢t (6.27)

where n is a constant, ¢ is a temperature-dependent rate constant and Dy is the subgrain
size at t=0.

In some cases the value of the exponent n in equation 6.27 is found to be ~2, which is a
similar form to the kinetics of grain growth following recrystallization (§11.1). Work in
which an exponent close to 2 has been reported includes Smith and Dillamore (1970) on
high purity iron, Sandstrom et al. (1978) on Al-1%Mn, Varma and Willits (1984) and
Varma and Wesstrom (1988) on 99.99% aluminium, and Varma (1986) on Al-0.2%Mg.
Figure 6.15 shows some typical experimental results.

However, most recent investigations of subgrain growth in aluminium have found that
the subgrain growth rate decreases much more rapidly than implied by equation 6.27.
For example Furu and Nes (1992), reported an exponent of ~4 in commercial purity
(99.5%) aluminium. Other investigations of high purity (>99.995%) aluminium (Beck
et al. 1959, Sandstrom et al. 1978, Humphreys and Humphreys 1994) have found
growth kinetics which are consistent with either a large value of n in equation 6.27, or
else a logarithmic relationship of the form

logD = cst (6.28)
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Fig. 6.15. Subgrain growth in an Al-1%Mn alloy plotted according to equation 6.27,
with n=2, (Sandstrém et al. 1978).

The number of experimental investigations of subgrain growth kinetics is rather small.
In addition, there is often considerable scatter of the data, and the error bars shown in
figure 6.15 are typical. We should also note that the amount of subgrain growth which is
actually measured is usually very small, because subgrain growth is curtailed by the
onset of recrystallization, and in the investigations quoted above, the ratio D/Dy is
rarely much greater than ~2.

Much more subgrain growth can occur in a material in which recrystallization cannot
originate. {110} <001> Goss-oriented single crystals deformed in plane strain
compression do not develop the large-scale microstructural heterogeneities which
promote recrystallization, and as there are no pre-existing high angle boundaries,
recrystallization can be suppressed if the sample surfaces are carefully removed by
etching. Subgrain growth ratios D/Dy in the range 5-10 have been achieved in such
crystals, allowing more accurate growth measurements to be made (Ferry and
Humphreys 1996a, Huang and Humphreys 2000), and an example is shown in figure
6.16. The isothermal growth kinetics (fig. 6.16a) are always found to be consistent with
an exponent in equation 6.27 which is larger than 2. However, it was found that the
mean subgrain misorientation decreased slightly during annealing as shown in figure
6.16b. Because both the LAGB energies and mobilities are very dependent on
misorientation (figures 4.6 and 5.6), the energy term y, in equations 6.26 and 6.34
decreases during subgrain growth, and if the growth is now plotted according to
equation 6.34, as in figure 6.16c, a reasonable fit is found. This indicates that the high



Recovery After Deformation 191

6
Temperature
- €250°C  ©275°C
£ 5 A300°C  A325°C
2 ©350°C  0400°C
et
2
£
(@ s
o
£
[
D
Qo
3
2]
c
[
O
=
0+ - - -
0 20000 40000 60000 80000 100000
Annealing time (s)
4
Temperature
3.75 ™ X 250°C
S A7 275°C
= A &x *300°C
S 351 *  Le 0325°C
® ® XA X 350°C
z o e ©400°C
(b) 2325
8 O X ¢ Oex
€ e @& X O
§ 3 1 e 0O
= *
275
25 +
0 2 3 4 5 6
Mean subgrain diameter (um)
€
3
[
N
"
£
© g
o
3
"
©
£
w
c
I+
9]
=
. N L L N L
0 50 100 150 200 250 300

Annealing time (s)

Fig. 6.16. Isothermal subgrain growth kinetics in deformed {110} <001> crystals of
Al-0.05%S8i. (a) The experimental data points are fitted to equation 6.27, and values of
the exponent n are shown; (b) The change in mean subgrain misorientation during
annealing of the crystals; (c) The data points of figure 6.16a are fitted to equation 6.34,
taking account of the change in mean misorientation during growth, (Huang and
Humphreys 2000).
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growth exponent found using equation 6.27 is a consequence of the change in boundary
character during annealing and of ¢ in equation 6.35 not being constant. Although
recrystallization does not occur in these samples, useful subgrain growth data are
limited to the early stages of growth (figure 6.16c) because of the onset of discontinuous
subgrain growth, which is discussed in §6.5.3.5. It should also be noted that such crystals
deform in a rather simple manner with a limited number of slip systems, and these
results may not be typical of the growth of all subgrains.

6.5.2.2 Correlation of orientation, misorientation and subgrain growth

As discussed above, the driving force for subgrain growth is expected to be proportional
to the energy of the low angle grain boundaries (ys), therefore the growth rate will be a
function of the subgrain misorientation (). This is a parameter which has not often been
measured during subgrain growth experiments, but which is expected to be a function of
prior strain and grain orientation (§2.2.3.2). Smith and Dillamore (1970) showed that the
rate of subgrain growth in iron varied significantly between different texture components
and this was assumed to be a result of different subgrain misorientation distributions.
Failure to measure this parameter during measurements of subgrain growth must
inevitably lead to decreased reliability of the experimental data and undoubtedly
accounts for some of the scatter in the available results as discussed above.

More recent work has measured misorientations during subgrain growth. Furu and Nes
(1992) measured the changes of both subgrain size and misorientation in commercially
pure aluminium and found that as subgrain growth proceeded, the average subgrain
misorientation increased. This result is consistent with there being orientation gradients
in the specimen, a point which is further discussed in §6.5.3.6. In samples in which there
are no orientation gradients, (Humphreys and Humphreys 1994, Huang and Humphreys
2000) the mean subgrain misorientation is found to decrease slightly during the anneal
as shown in figure 6.16b.

6.5.2.3 Relationship between subgrain size and mechanical properties

In view of the use of mechanical properties to measure recovery and of the intrinsic
importance of substructures in contributing to the strength of structural materials, we
should briefly consider the relationship between the flow stress of a material and the
subgrain structure. In the following discussion we assume that the dislocation density
within the subgrains is negligible, and that the strength is determined by the cell or
subgrain size. Substructure strengthening has been reviewed by McElroy and Szkopiak
(1972), Thompson (1977) and Gil Sevillano et al. (1980).

We will consider three simple approaches to the problem.

(1) It is assumed that subgrains behave like grains and that the yield stress will be given by
a Hall-Petch relationship

o=094c¢ D2 (6.29)

(ii) It is assumed that the flow stress is determined by the operation of dislocation sources
(Kuhlmann-Wilsdorf 1970), whose length will be closely related to the subgrain
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diameter, in which case

o=09+cD7! (6.30)
Equations 6.29 and 6.30 may both be written in the form

oc=o0p+c D™ (6.31)

(iii) It is assumed that the dislocations which comprise subgrain boundaries can be averaged
over the microstructure. In this case the area of subgrain per unit volume (A) is ~3/D.
For small misorientations 6 =b/h (equation 4.4), and the length of dislocation per unit
area of boundary (L) is 1/h. Therefore

3 3be
—AL=— =2
p Dh~ D

(6.32)
Assuming the relationship between flow stress and dislocation density of equation 2.2,
then

0

12
0 =00+ C4 (B) (6.33)

which is of the same form as equation 6.31 with m=1/2 and ¢; = c46'/%.

All these equations have been used to analyse substructure strengthening and there is
little agreement as to their application. Thompson’s review indicates that for well
developed subgrain boundaries m~1, whilst for cell structures m~0.5. However, he also
cites experimental evidence in support of equation 6.33, and there is clearly need for
further work in this area.

6.5.3 Subgrain growth by boundary migration

6.5.3.1 General considerations

Two quite different mechanisms by which coarsening of the substructure can occur have
been proposed - subgrain boundary migration, which will be considered in this section,
and subgrain rotation and coalescence which is considered in §6.5.4. Although it is
generally accepted that the rate of subgrain growth is controlled by the migration of the
low angle boundaries, the possibility that triple junction mobility may play some role, as
discussed in §5.5, should be considered. However, there is as yet no experimental or
theoretical evidence that this is a significant factor.

In a deformed and recovered polycrystal, the subgrain structure may be topologically
rather similar to the grain structure of a recrystallized material, and coarsening by the
migration of low angle grain boundaries is sometimes considered to be a similar process
to that of grain growth following recrystallization which is discussed in chapter 11,
although it will be shown here that there are significant differences.
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The local driving forces for the migration of low angle grain boundaries (LAGBs) arise
from the energy and orientation of adjacent boundaries. In the two-dimensional case
shown schematically in figure 6.17, the triple point A is subjected to forces F, F, and F3
from three boundaries. If the specific energies of the boundaries are equal, then the
triple point will be in equilibrium when the boundaries make angles of 120° with each
other (§4.5.1). The boundaries are therefore forced to become curved (dotted lines), and
will tend to migrate in the direction of the arrows so as to minimise their length.
Thus the triple point will migrate, and will become stable if it reaches a position (A’) in
which the boundaries are straight (dashed lines) and the angles are at the equilibrium
value of 120°.

The considerations of the topology of growth of a grain assembly in chapter 11, show
that large subgrains will grow at the expense of small ones which will shrink and
disappear. The subgrain structure adjusts to the forces arising from the boundary
energies by the movement of triple point Y junctions, and the detailed mechanism of
this will depend on the dislocations which comprise the boundaries. For example, in
the simple case shown in figure 6.18, vertical movement of the junction A may be
accomplished by dissociation of the higher angle boundary AB to provide dislocations
for the boundaries AC and AD. In the general case, more complex dislocation
interactions are required as the Y junctions move and it is possible that under certain
conditions these could be rate determining (§5.5). However, no analysis of this process is
yet available.

Fig. 6.17. The migration of low angle boundaries at a triple point.
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Fig. 6.18. Movement of a Y-junction during subgrain growth.
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6.5.3.2 Subgrain growth in polygonized crystals

Symmetrical tilt boundaries, such as those shown in figure 6.12c can move by the glide
of the edge dislocations which comprise the boundary (§5.2.1). The mobility is high and
migration may occur at low temperatures (Parker & Washburn 1952). Subgrain growth
of polygonized substructures (the arrays of tilt boundaries formed on the annealing of
bent single crystals), has been extensively investigated, and growth of these subgrains
has been shown to occur by the migration of Y junctions as shown in figure 6.18. The
first quantitative study of this process was by Gilman (1955) on zinc crystals. Other
investigations have been made on crystals of zinc (Sinha and Beck 1961), NaCl
(Amelinckx and Strumane 1960), LiF (Li 1966) and silicon iron (Hibbard and Dunn
1956). In general these measurements show that both the boundary misorientation and
spacing increase with the logarithm of time and that the activation energy increases as
growth proceeds. The process has been analysed theoretically by Li (1960) and Feltner
and Loughhunn (1962) and reviewed by Friedel (1964) and Li (1966). It should be
emphasised that polygonization of bent single crystals is a very special case of subgrain
formation and growth, and is expected to have little relevance to the growth of the
subgrain structures which occur in polycrystals or in single crystals which have
undergone more complex deformation.

6.5.3.3 Subgrain growth in the absence of an orientation gradient

There is a significant difference between grain growth which is discussed in chapter 11,
and subgrain growth which is considered here. In the former case the boundaries are
mainly high angle and have similar energies, the equilibrium angle between the
boundaries is typically 120°, and the grain structure (in two dimensions) tends towards
an assembly of equiaxed hexagonal grains (§4.5.1). In contrast, the energies of low angle
grain boundaries are strongly dependent on both the misorientation and the boundary
plane (§4.3.1), and the equilibrium angles between the boundaries are in general unlikely
to be 120°. In lightly deformed materials the subgrains sometimes appear almost
rectangular (e.g. figure 2.10). However, in heavily deformed materials the subgrains
often appear topologically similar to a grain structure (fig. 6.22), although caution
should be used in interpreting subgrain growth kinetics in terms of models developed for
high angle boundaries. Nevertheless, in modelling the kinetics of subgrain growth by
boundary migration, it is often assumed that if the appropriate values of boundary
mobility (M) and the driving pressure for growth (P) are taken, then the growth of the
subgrain structure may be treated in a similar manner to grain growth involving high
angle boundaries, which is discussed in chapter 11 (Smith and Dillamore 1970,
Sandstrom 1977b).

Using equations 6.26 and 5.1 and putting dR/dt =v we find

dR _aMy,
dt R

(6.34)

If there is no orientation gradient and 6 remains constant during growth then
integration gives

R*> - R} =ct (6.35)

where ¢ =2aMy, and Ry is the subgrain radius at t=0.
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If c remains constant during growth, equation 6.35 is of the same form as the usual grain
growth relationship (equation 11.5) and is similar to equation 6.27, with n =2, which
was shown to be consistent with some of the experimental measurements of subgrain
growth kinetics.

6.5.3.4 Decreasing misorientation during subgrain growth

Even in the absence of an overall orientation gradient, the average misorientation 6 of a
subgrain structure may not remain constant. Using a two-dimensional vertex model
(§16.2.4) to simulate subgrain growth in the absence of an orientation gradient,
Humphreys (1992b) found that the average misorientation decreased as the subgrains
grew (fig. 6.19), and that the exponent n in equation 6.27 was >3, and this result has
been confirmed by more recent Monte Carlo simulations (Holm et al. 2001).

It is reasonable to expect that low angle boundary migration will occur in such a way as
to lower the local energy by removing or shortening boundaries of higher angle (higher
energy). Consider the annealing of the boundary configuration shown in figure 6.20a, in
which higher energy boundaries are shown as bold lines. The boundary angles are
initially 120°, but line tension forces will tend to increase the angles DEC and GFH and
decrease the angles CAK and HBL, resulting in the microstructure of figure 6.20b. In
responding to the line tensions, the total length of higher angle boundary is thus
decreased.

The experimental results discussed in §6.5.2.1 and shown in figure 6.16b confirm the
computer predictions and provide clear evidence that in the absence of an orientation
gradient, the subgrain misorientations tend to decrease as the subgrains grow. However,
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Fig. 6.19. Computer simulation of subgrain growth and misorientation decrease in the
absence of a misorientation gradient, (Humphreys 1992b).
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(a) (b)

Fig. 6.20. The boundary movements which may lead to a decrease in the average
misorientation if there is no orientation gradient.

it should be emphasised that there are large orientation gradients in most deformed
grains (§2.4) and that the behaviour of figure 6.16b is not typical.

The role of boundary character in grain growth is discussed further in §11.3.2.

6.5.3.5 Discontinuous subgrain growth

The subgrain growth which has been considered in the earlier part of this chapter occurs
by a gradual and uniform coarsening of the subgrains, and in phenomenological terms is
a continuous process as defined in chapter 1. However, under certain circumstances,
some subgrains may grow much faster than average, leading to a duplex subgrain
structure as shown in figure 6.21, in which some subgrains may reach sizes of ~100 pm.
This process, which superficially appears to be similar to recrystallization (figure 7.1) or
abnormal grain growth (figure 11.19), differs from both as it involves only low angle
boundaries. However, like these, it can be classified as a discontinuous process, and has
been termed discontinuous subgrain growth, although abnormal subgrain growth would
also be a reasonable description.

Discontinuous subgrain growth was first identified by Ferry and Humphreys (1996a),
and further studied by Huang and Humphreys (2000) in {110} <001 > aluminium
crystals. The rapidly growing subgrains were found to be those at the edge of the
orientation spread of the subgrains, and to have slightly larger misorientations
with respect to their neighbours than the normally growing subgrains, as may be seen
in table 6.1.

The question of whether a cellular microstructure such as subgrain structure, will grow
continuously or discontinuously is analysed in chapter 10. The somewhat surprising
result of this theoretical analysis is that because of the large effect of misorientation
angle on boundary mobility for small misorientations, (figure 5.5), discontinuous rather
than continuous subgrain growth is expected in such a structure. The subgrains which
are predicted to grow rapidly are those which are slightly larger and more misoriented
than average, as is found experimentally. Vertex simulations (Maurice and Humphreys
1998) also predict discontinuous subgrain growth from similar initial microstructures.
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Fig. 6.21 EBSD pattern quality map showing discontinuous subgrain growth in
Al-0.05%Si. In this type of map, the low angle boundaries appear as dark lines,
(Huang and Humphreys 2000).

Table 6.1
The misorientations from their neighbours of subgrains growing continuously and
discontinuously in {110} <001 > crystals of Al-0.05%Si processed to varying starting
microstructures (Huang and Humphreys 2000).

Process Initial subgrain Misorientation to neighbours (degrees)
batch diameter (um) Continuous growth Discontinuous
growth
A 1.2 2.6 3.8
B 0.9 3.7 4.6
C 4.4 4.5 5.6

It is interesting that although abnormal subgrain growth is theoretically predicted, it has
not been observed until recently. The reason, is that as discussed in §6.5.2.1, very little
subgrain growth occurs in most materials because the process is curtailed by the onset of
recrystallization. It is only in special circumstances, where recrystallization does not
initiate, thus allowing substantial subgrain growth to occur, that abnormal subgrain
growth can be detected.

6.5.3.6 Subgrain growth in an orientation gradient
In many deformed or recovered substructures there is an orientation gradient
(@ =do/dR) (§2.2.3.2). If this is the case, the average subgrain misorientation (¢) will
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increase during subgrain coarsening, and these subgrains will grow more rapidly than
those in an environment where there is no orientation gradient. Recovery in an
orientation gradient is thought to play a particularly important role in the nucleation of
recrystallization as discussed in §7.6.

An example of this is shown in figure 6.22. Figure 6.22a shows the microstructure of an
aluminium crystal of the {100} <001 > cube orientation which has been deformed in
plane strain compression at 350°C. Under these conditions, the cube orientation is
unstable (§13.2.4), and deformation bands are formed at which large (10-30°)
orientation changes occur. Although the microstructure of the as-deformed material
(fig. 6.22a) is reasonably uniform, on further annealing (fig. 6.22b), the subgrains in the
deformation bands accumulate further misorientation as they grow and their growth is
therefore very rapid. This is a similar process to that shown in the vertex simulation of
figure 16.10.

Fig. 6.22. Channelling contrast SEM micrographs showing subgrain growth in a hot
deformed {100} <001 > aluminium crystal in which there are long range orientation
gradients. (a) As deformed at 350°C and quenched, (b) further annealed at 350°C.
Extensive subgrain growth is seen in bands where there are significant orientation
changes, (Huang et al. 2000a).
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Starting with equation 6.26, we now note that the LAGB energy varies with 6 according
to the Read-Shockley equation 4.6. For small values of 0, y,= 0y,,/0,, and hence

ays  abyn
P=-0— 6.36
R ~ 6,R (6.36)

(ym 1s the boundary energy predicted by the Read-Shockley equation when the
misorientation reaches 6,,, the transition to HAGB behaviour).

Because of the orientation gradient, 6 increases as the subgrain grows and

0 =06y + QR — Ry) (6.37)
where 6y and Ry are the initial values of 6 and R, and  is the orientation gradient.
Hence, from equation 5.1

dR _ aMby,, oMy,
dt =~ 6aR  6OaR

[0y + QR — Ry)] (6.38)

Initially, and for small orientation gradients, equation 6.38 reduces to equation 6.34.
However, for the large orientation gradients found at deformation heterogeneities
(2 > 5°/um), a rapid subgrain growth rate, which decreases more slowly with increasing
R than does the rate in the absence of an orientation gradient, is predicted. The exact
form of equation 6.38 depends on the orientation dependence of M and hence the model
assumed for boundary mobility. Better understanding in this area is required to develop
the theories and models for the growth of subgrains in an orientation gradient, which are
needed to predict the initiation of recrystallization.

6.5.4 Subgrain growth by rotation and coalescence

An alternative mechanism for subgrain growth was proposed by Hu (1962), based on in-
situ TEM annealing experiments of Fe-Si alloys. He suggested that subgrains might
rotate by boundary diffusional processes until adjacent subgrains were of similar
orientation. The two subgrains involved would then coalesce into one larger subgrain
with little boundary migration, the driving force arising from a reduction in boundary
energies, as discussed by Li (1962).

6.5.4.1 The process of subgrain rotation

The process is shown schematically in figure 6.23. Consider two adjacent low angle
boundaries AB and BC, and let rotation occur in such a direction as to increase the
misorientation of the higher angle boundary (AB) and reduce the misorientation of the
lower angle boundary (BC). It can be seen from equation 4.5 and figure 4.6 that
the change in boundary energy, dy/d@ is greater the lower the angle of the boundary.
Therefore, if the two boundaries have similar areas, the increase in energy of boundary
AB is less than the energy decrease of boundary BC. There is therefore an overall
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Fig. 6.23. Proposed mechanism for the rotation and coalescence of subgrains.

decrease in energy if rotation occurs in such a way as to decrease the misorientation of
boundary BC and increase the misorientation of boundary AB, and this will eventually
lead to coalescence as shown in figure 6.23b.

Experimental evidence for the occurrence of subgrain rotation and coalescence during
recovery has not been accepted as unambiguous. The evidence has been obtained from
two types of experiment: Direct observation of the annealing of thin foils in the TEM,
and post-mortem observation in the TEM of material annealed in the bulk and then
thinned.

6.5.4.2 Evidence from in-situ TEM observations

This technique is suspect because events occurring in thin foils are not generally
representative of bulk behaviour. This is because dislocations can easily escape to the
surface of a thin foil (which even in an HVEM is seldom thicker than ~2 um) and alter
the dislocation content and hence the misorientation at low angle grain boundaries. As
an example, consider the dislocations in the boundaries in figure 6.12c. The forces
between the edge dislocations in the tilt boundaries are such as to push them apart
vertically (Hirth and Lothe 1968). It is easy to see that if the specimen were heated to a
temperature at which climb would occur, then dislocations would be lost and the
boundary would eventually disappear. In addition, a thin specimen allows the stresses
arising from the changes in dislocation configuration to be accommodated by bending.
Several in-situ annealing experiments have shown dislocation extraction from very low
angle boundaries (e.g. Sandstréom et al. 1978).

Evidence of subgrain rotation in deformed Al-6wt%Ni at very high temperatures was
obtained by Chan and Humphreys (1984a) and Humphreys and Chan (1996) during
in-situ annealing in the HVEM. This alloy contained a dispersion of second phase
particles which coarsened but which did not dissolve at high temperatures. On annealing,
well-defined subgrains were formed (fig. 6.24a), and at lower temperatures of annealing
these were seen to grow by the migration of low angle boundaries at a rate controlled by
the coarsening of the particles (see §11.4.3.2). However, at temperatures in excess of
550°C, subgrain reorientation was found to occur. Clear microscopic evidence of a
change in the dislocation content of the boundaries is seen in figure 6.24b at boundary
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Fig. 6.24. Rotation of subgrains during the in-situ annealing of a thin foil of Al-6%Ni
in the HVEM at 550°C. Note the dislocation loss at boundary X, (Humphreys and
Chan 1996).

X. In addition, measurements of the misorientations of boundaries before and after
reorientation clearly established that the contrast changes in the subgrains were due to
changes in relative orientations and not to artifacts such as bending of the thin foil.

Although the experiments described above showed that subgrain rotation occurred, it
should be emphasised firstly that this only took place at very high temperatures (0.9T,,),
far above those where LAGB migration occurs readily, and thus the relevance to normal
recovery at relatively low temperatures is questionable. Secondly, for the reasons
discussed above, the dislocation rearrangement in the boundaries is almost certainly
aided by the free surfaces of the specimen.

Most in-situ annealing experiments, particularly those in which the mechanisms of
recrystallization were being investigated, have found clear evidence of LAGB migration,
e.g. Kivilahti et al. (1974), Ray et al. (1975), Bay and Hansen (1979), Humphreys (1977),
Berger et al. (1988), but have found no evidence of subgrain rotation.

6.5.4.3 Evidence from bulk annealed specimens

The difficulty with determining the annealing mechanism from examination of bulk-
annealed samples is that only the structure before or after the event can be seen and the
evidence is therefore indirect. Evidence cited in favour of coalescence is usually a
micrograph of a large subgrain containing a very low angle boundary. This latter
boundary is then stated to be in the process of disappearing by coalescence. Several clear
instances of such structures have been obtained for example by Hu (1962), Doherty
(1978), Faivre and Doherty (1979) and Jones et al. (1979). The problem with such
observations is that during deformation, subgrains or cells are continually being formed
and reformed, so that new subgrain boundaries will often form within old subgrains
(§2.4.2). Therefore micrographs of poorly developed low angle boundaries within well
defined subgrains are as likely to be showing a boundary forming as a boundary
disappearing and therefore do not provide convincing evidence of subgrain coalescence.
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Fig. 6.25. Transmission electron micrograph of annealed aluminium showing that the
spacing of dislocations in the low angle boundary AB becomes larger as the high angle
boundary CD is approached, (Jones et al. 1979).

There have been several observations of recovered microstructures which show that the
subgrain size in the vicinity of a grain boundary is larger than in the interior of the grain
(Goodenow 1966, Ryum 1969, Faivre and Doherty 1979, Jones et al. 1979). Whether
this effect is a result of the deformation microstructure adjacent to the HAGB being
different to that in the grain interior (§3.7.1.4) or whether it is an indication of a
difference in annealing behaviour near the HAGB is not yet clear. However, on the basis
of the arguments of §6.5.4.1, a high angle boundary, whose energy is not orientation
dependent should be a favourable site for subgrain rotation (Doherty and Cahn 1972).

Jones et al. (1979) have presented clear evidence that the dislocation content of very low
angle LAGBs connected to HAGBs is not uniform, and that the dislocation content of
the boundary may be lower adjacent to the HAGB, as shown in figure 6.25. It is
envisaged that the HAGB is able to absorb dislocations from the LAGB, and the
authors suggest that this may be the early stages of subgrain rotation.

6.5.4.4 Modelling reorientation at a single boundary

The kinetics of subgrain coalescence are best considered in two stages. In this section, we
examine the reorientation at a single boundary, ignoring the constraints of adjacent
subgrains, and in the next, we consider the total microstructure.

Li (1962) has discussed the kinetics of reorientation at a single boundary in terms of two
possible mechanisms — cooperative climb of edge dislocations and cooperative vacancy
diffusion. For small boundary misorientations, such as those typically found in
recovered structures, dislocation climb is likely to be rate controlling, and we will only
consider this mechanism.

Li examined the case of a single symmetrical tilt boundary of misorientation 6
and height L. If the dislocation spacing remains uniform during climb, then the



204 Recrystallization

work done by the dislocations in time dt during which the orientation changes by dé is
given by

_2L°dede
~ 3b#B dt

(6.39)

where B, the mobility of dislocations by climb, is given by B:Dxb3cj/kT. D, is the
diffusivity and c; the concentration of jogs on the dislocations.

This is equal to the energy change (dE) when the boundary misorientation changes
by dé

dE = 2Ly, In (%)de (6.40)

where y,, and 6,, are constants from the Read-Shockley equation (4.6).

Equating dE and dW we obtain

do  3y,6Bb 0
— == In| — 6.41
dt L’ n<9m> (€41)
which on integration gives
6 3Bby,
lnln(?m) = < o m)t +K (6.42)

Li (1962) also analysed the reorientation of twist and other low angle boundaries and
found that this differed from equation 6.41 by only a small factor.

Doherty and Szpunar (1984) re-examined the kinetics of reorientation by dislocation
climb, and suggested that it was more appropriate to consider the behaviour of
dislocation loops encircling a subgrain than to consider isolated boundaries as was done
by Li. For climb controlled by bulk diffusion, they obtained kinetics very similar to
those of Li, i.e. equation 6.41. However, they showed that core diffusion, which modifies
the term B in equation 6.41, would lead to much faster rates of reorientation at low
temperatures (T < 350°C) in aluminium.

6.5.4.5 Modelling the kinetics of subgrain coalescence

During a coalescence event in a recovered subgrain structure, reorientation of one
subgrain affects all the boundaries around the subgrain, and therefore we would expect
some 14 LAGBs to be involved. Li (1962) showed that the driving force for rotation of a
subgrain, calculated from the energy changes of all the boundaries involved is always
finite about all axes except one, and that therefore the process is thermodynamically
feasible. The total driving force from the o boundaries surrounding a subgrain is

dy 0
2 _ 2 m
E . Lo 6= E Y L ynln (—Qy) (6.43)
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It may be seen from equation 6.43 that the boundary which provides the most driving
force will be that with the smallest 6 and largest area.

In order to properly calculate the kinetics of rotation of an enclosed subgrain, the
driving force from equation 6.43 must be used in conjunction with the appropriate climb
rate of the dislocations in all the participating boundaries, which is a difficult problem.
However, reference to Li’s climb kinetics of equation 6.41, show that the boundary
which has the lowest rate of rotation also has the largest driving force. Li therefore
argued that this boundary could be regarded as controlling the rate of rotation, and thus
equation 6.41 could, to a first approximation be used to predict the rate of rotation of a
subgrain. This approach has been widely adopted by later workers. However, it should
be borne in mind that the values of L and 0 to be used in the equation refer not to the
average subgrain, but to that with the largest value of L In(6,n/6). Another problem in
using this analysis is that rotation of one subgrain affects the environment and hence the
subsequent rotation kinetics of all adjacent subgrains. Therefore, in order to determine
the kinetics of subgrain rotation we need to know not only the initial distribution of
subgrain sizes and orientations, but all subsequent values of these parameters.

More recently, Moldovan et al. (2001) have formulated a detailed theory for grain
rotation in a polycrystalline columnar microstructure, based on continuum theories,
elasticity and diffusive flow.

There have been several attempts to compare the experimentally measured kinetics of
subgrain growth (§6.5.2) with those predicted for subgrain coalescence. The usual
method of predicting growth kinetics from equation 6.41 has been to equate 6 with the
measured mean misorientation and to assume that at time t, all subgrains of diameter
less than L will have coalesced, so that L? is proportional to t. These kinetics are of
similar form to those sometimes found in practice (equation 6.27 with n=2), and are of
course also similar to those which have been predicted for subgrain coarsening by
LAGB migration when 6 remains constant (e.g. equation 6.35). However, they are not
consistent with more recent measurements of subgrain growth which give a much larger
value of n in equation 6.27 (§6.5.2).

Because of the uncertainties over the theoretically predicted growth rates for both
subgrain rotation and subgrain growth by migration, it would be unwise to use kinetics
as a basis for distinguishing between these mechanisms.

6.5.4.6 Simulations of subgrain coalescence

Computer simulation of subgrain rotation and coalescence within a two-dimensional
array of subgrains has been carried out. The driving force for the process is given by
equation 6.43, and the rate of rotation is as calculated by Li (1962) on the assumption of
control by dislocation climb. Saetre and Ryum (1992) used, as a starting structure, an
array of square subgrains. We have used an extension of the vertex model (§16.2.4),
which allows a more realistic subgrain structure. Figure 6.26 shows the results of our
simulation for identical microstructures but with various misorientation spreads. As
shown in figure 6.26a, there is an initial sharp increase in subgrain size, due to a large
number of coalescence events involving the elimination of very low angle boundaries.
Thereafter there is a linear increase in subgrain size in agreement with the results of
Saetre and Ryum (1992). Note that after the initial period the rate of growth is little
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Fig. 6.26. Computer simulation of the kinetics of subgrain coalescence in a two
dimensional microstructure. Orientation spreads of from 2 to 10 degrees have been
introduced into the microstructure. (a) Subgrain growth,. (b) Mean misorientation.

affected by the misorientation. The mean subgrain misorientation is seen in figure 6.26b
to increase almost linearly with time. The simulation was also run with a high angle
boundary in the microstructure, but with the same spread of subgrain misorientations.
It was found that coalescence took place preferentially at the HAGB as first predicted
by Doherty and Cahn (1972). An analysis of the data showed that throughout the
simulation, the chance of a coalescence event occurring at the high angle boundary was
2.5 times greater than within the grain interior.

Wolf’s group at Argonne have recently conducted mesoscale simulations (Moldovan et
al. 2002) and molecular dynamics simulations (Haslam et al. 2001) of growth in
columnar polycrystals. These simulations allow both boundary migration and grain
rotation to occur, therefore allowing comparison of these mechanisms. Grain rotation
was found to be significant for grains of diameter ~15 nm at temperatures close to the
melting point, and an example of the molecular dynamics simulation is shown in figure
6.27. These powerful molecular dynamics simulations demonstrate the interplay
between grain rotation and boundary migration and, in agreement with the discussions
above, suggest that subgrain rotation will only be a significant factor for very small
subgrains with small misorientations and at very high temperatures.

6.5.5 Recovery mechanisms and the nucleation of recrystallization

There is no doubt that subgrain rotation and coalescence are thermodynamically
feasible, and, as discussed above, there is evidence that in thin foils heated in the
electron microscope, dislocations may be emitted from very low angle boundaries and
that this may lead to coalescence under these special conditions. There is also some
evidence that dislocation rearrangement may occur in low angle boundaries adjacent to
high angle boundaries. However, there is no convincing evidence that this mechanism
plays any significant role in subgrain coarsening either during uniform recovery, or
during recovery in regions of large orientation gradient, which, as is discussed in §7.6.3,
is thought to be a method by which recrystallization originates.
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Fig. 6.27. Molecular dynamics simulation of grain growth involving grain rotation,
coalescence and boundary migration in a small columnar polycrystal. The
mis-coordinated atoms in the boundary regions are not shown, and the solid lines
indicate <110> directions. (a) t=0, (b) t=1.11 ns, (c) t=1.47 ns, (d) t=1.83 ns,
(Haslam et al. 2001).

It is therefore reasonable at the current time, on the available theoretical and experimental
evidence to assume that both subgrain coarsening and the nucleation of recrystallization
from pre-existing subgrains are controlled by the migration of low angle grain boundaries.

6.6 THE EFFECT OF SECOND-PHASE PARTICLES ON RECOVERY

Second-phase particles may either have been present during the deformation of the
material, in which case they are often distributed reasonably uniformly in the
microstructure, or they may precipitate during the anneal, in which case their
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distribution is often related to the dislocation structure. In this section we will be
primarily concerned with a stable distribution of particles which does not alter during
the anneal. The effects of concurrent precipitation and annealing are considered in §9.8.

Second-phase particles may affect recovery mechanisms in several ways. During the
annihilation and rearrangement of dislocations to form low angle boundaries (§6.3), the
particles may pin the individual dislocations and thus inhibit this stage of the recovery.
The driving force (F) for the annealing of a three-dimensional dislocation network is
given by equation 6.13. This will be opposed by the force due to the pinning effect of the
particles (Fp). To a first approximation, this is given by

¢ Gb’

Fp .

(6.44)

where c; is a constant whose value depends on the magnitude of the interaction between
particles and dislocations, and A is the spacing of particles along the dislocation lines
(dislocation-particle interaction are discussed in more detail in §2.9.3). The resultant
driving force then becomes F-F,,. This approach is only valid if the particle spacing is
small compared to the scale of the dislocation network, and as this rarely occurs in
practice, there has been little investigation of the effect of particles on this stage of
recovery.

There has however been much more interest in the effect of particles on subgrain growth

during recovery, as this is relevant to the origin of recrystallization in particle-containing
alloys which is discussed in chapter 9.

6.6.1 The effect of particles on the rate of subgrain growth

There is substantial evidence that a fine particle dispersion may exert a strong pinning
effect on subgrains (Humphreys and Martin 1968, Ahlborn et al. 1969, Jones & Hansen
1981), and an example is shown in figure 6.14. The use of particles to pin and stabilize the
recovered substructure is a well established method for improving the strength and creep
resistance of alloys at high temperatures. The particles used for this purpose need to be
stable at high temperatures, and oxide particles, often introduced by powder metallurgy or
mechanical alloying are incorporated into dispersion hardened alloys, such as nickel alloys
(e.g. Benjamin 1970) and aluminium alloys (e.g. Kim and Griffith 1988).

The electron microscope observations of Jones and Hansen (1981) have revealed the
pinning of individual boundary dislocations by particles as shown in figure 6.28. As yet,
no theories of boundary mobility based on dislocation-particle interactions have been
formulated, and the models used to account for subgrain growth in the presence of
particles are essentially similar to those developed to account for the effect of particles
on grain growth (§11.4) (Sandstréom 1977b). There are as yet, few quantitative
measurements of the effect of particles on the rate of growth of subgrains.

It has been suggested (Bhadeshia 1997), that the stability of deformed mechanically
alloyed iron and nickel-based superalloys against recrystallization can be explained by
stabilisation of the fine (~0.2 mm) subgrain structure by triple junction pinning (§5.5).
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Fig. 6.28. Transmission electron micrograph showing pinning of grain boundary
dislocations by Al,O; particles A and B in a low angle boundary in aluminium, (Jones
and Hansen 1981).

However, these microstructures appear to have a sufficient number of small second-
phase particles to prevent subgrain growth (§11.4.2), and stabilization by the particles is
a more likely explanation.

The interaction of high and low angle grain boundaries with particles is discussed in
chapter 4. The pinning force (Fs) due to a single non-coherent spherical particle is given
by equation 4.12, and the drag pressure (Pz) due to the interaction of a
random distribution of particles with a planar boundary, the Zener drag, is given by
equation 4.24. If the interparticle spacing is much smaller than the subgrain diameter
(2R), then from equations 6.26 and 4.24, the driving pressure for subgrain growth is
given by

ays  3Fvys

P=Pp—-P,= x e (6.45)
and hence, using equation 5.1, and as before, putting v=dR/dt
dR o 3FV
T My, (ﬁ - 7) (6.46)

This equation predicts a parabolic growth law for short times, and at longer times, as Pp
approaches Py it predicts a limiting subgrain diameter of 4ar/3F,.

In practice there are several difficulties in applying equation 6.46 to the rate of subgrain
growth. In particular, as discussed in §2.9.2, the initial cell or subgrain size formed on
deformation may be closely related to the interparticle spacing, and therefore the
assumption of a planar boundary interacting with randomly distributed particles on
which equation 4.24 is based is not justified. In these circumstances, the pinning pressure
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varies in a much more complicated manner with subgrain size as discussed in §4.6.2 and
shown by figure 4.26.

6.6.2 The particle-limited subgrain size

Because of the industrial importance of particle-stabilised subgrain structures, there is
considerable interest in calculating the particle-limited subgrain size. Because of the
similarity of the pinning of high and low angle boundaries by particles, we have chosen
to discuss the concept of the limiting grain size in some detail in §11.4.2, and in this
section will comment only on those aspects of particular relevance to subgrains.

6.6.2.1 Stable particle dispersions

From §11.4.2, we expect that for small particle volume fractions the limiting subgrain
size will be proportional to F, ™' (equation 11.31), and at large volume fractions it will
be proportional to F, ™'/ (equation 11.34). The critical volume fraction at which there is
a transition is not known precisely, but may be ~0.05 (§11.4.2.3). Anand and Gurland
(1975) measured the limiting subgrain size in steels with F, in the range 0.1-0.2, and
showed that their results were consistent with the F,~"? relationship of equation 11.33.
However, as discussed in §11.4.2.3, the subgrain size predicted by equation 11.33 is
unlikely to be stable, and, as shown in figure 6.29, their experimental results agree
equally well with the preferred F, ™!/ relationship of equation 11.34.

6.6.2.2 The inhibition of recrystallization

Particle-limited subgrain growth may have a significant effect on the recrystallization
behaviour of an alloy. A dispersion of particles may hinder the recovery processes
involved in the initiation of recrystallization, and this topic is considered in §9.4.1.

3.0

Subgrain size (um)

0 0.5 1.0 1.5 2.0
r/F,"* (um)

Fig. 6.29. The particle-limited subgrain size in carbon steels plotted according to
equation 11.34, (after Anand and Gurland 1975).
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Fig. 6.30. Extended recovery controlled by the coarsening of second-phase particles.

6.6.2.3 Precipitation after subgrain formation

Precipitation on the recovered substructure may occur during the annealing of a
supersaturated alloy. Examples of this behaviour have been found in the commercially
important Al-Mn alloys (Morris and Duggan 1978), Fe—Cu, (Hutchinson and Duggan
1978), and Fe-Ni-Cr (Hornbogen 1977). In this situation, the precipitation generally
occurs on the low angle boundaries. Such non-uniformly distributed precipitates (fig.
4.25d) exert a strong pinning effect on the boundaries as discussed in §11.4.3.1, and the
limiting subgrain size is then given by equation 11.35.

6.6.2.4 Subgrain growth controlled by particle coarsening

If, after a particle-stabilised subgrain structure has formed, the particles subsequently
coarsen during the recovery anneal, then general subgrain growth, whose kinetics are
controlled by the coarsening of the particles, may occur as shown schematically in figure
6.30. An example of such a microstructure is seen in figure 6.24a. The kinetics of
subgrain growth in these circumstances and the relationship between the particle
parameters and the subgrain size are discussed in §11.4.3.1.

This phenomenon was first studied in Al-Cu alloys by Hornbogen and colleagues (e.g.
Koster and Hornbogen 1968, Ahlborn et al. 1969, Hornbogen 1970). Substantial
subgrain growth may occur as the particles coarsen, and the term extended recovery is
sometimes used to describe the process.

Figure 6.31a shows an idealised one-dimensional deformed microstructure. The
orientation is represented by the vertical axis and the distribution of second-phase
particles and boundaries is shown in the horizontal direction. The microstructure
therefore represents two grains, each containing small subgrains. On annealing at a low
temperature, recovery will occur, and the initial subgrain growth will be largely
unaffected by the particles until the subgrains have grown to a size comparable with the
interparticle spacing (fig. 6.31b), at which point the recovered structure is stabilised as
discussed in §6.6.2.1. The orientation spread within a grain is not likely to change
significantly during subgrain growth, and as there is no overall orientation gradient
within the grains, the subgrain misorientations remain small. Further annealing at
higher temperatures may coarsen the particles, thus allowing the subgrains to grow as
shown in figure 6.31c, and this process, which is shown schematically in figure 6.30, is
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Fig. 6.31. Schematic diagram of extended recovery and continuous recrystallization as
discussed in the text.

known as extended recovery. If the particle coarsening continues, then, eventually (fig.
6.31d), the microstructure will comprise mainly high angle boundaries. This is therefore
similar to a recrystallized microstructure and it is not unreasonable to describe it by the
term continuous recrystallization. However, it should be noted that this term does not
imply any particular micromechanism and may be applied to any process in which a
high angle boundary structure evolves without any obvious nucleation and growth
sequence. The relationship between such continuous recrystallization which may occur
during or after very large strain deformation, and the normal discontinuous
recrystallization, is considered in detail in chapter 14.

The essential difference between extended recovery and continuous recrystallization is
seen from the above discussions to be best defined in terms of the relative amounts of low
and high angle boundary in the resultant microstructure, and there will be cases which are
intermediate between both.
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Fig. 6.32. The distribution of grain/subgrain misorientations in deformed Al-6wt% Ni
annealed at 100°C (filled) and 500°C (open), (Humphreys and Chan 1996).

Good examples of extended recovery controlled by particle coarsening are found in
alloys containing large (~0.1) volume fractions of intermetallic particles such as Al-Fe
(Forbord et al. 1997) and Al-Ni (Morris 1976, Humphreys and Chan 1996). After hot
extrusion, Al-6%Ni contains a volume fraction of 0.1 of ~0.3 um NiAl; particles in a
deformed matrix. On annealing, discontinuous recrystallization does not occur, but the
particles and hence the substructure coarsen at high temperatures (see figures 11.13 and
11.14). Although the subgrains grow from ~0.8 um at 100°C to ~2 um at 500°C, the
distribution of grain/subgrain misorientations is largely unchanged as shown in figure
6.32. The fact that the material retains a substantial fraction of low angle boundaries
after the anneal, demonstrates that this is an example of extended recovery, which is
readily distinguishable from continuous recrystallization in which a microstructure of
mainly high angle boundaries is produced as shown in figure 14.5b.
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Chapter 7

RECRYSTALLIZATION OF
SINGLE-PHASE ALLOYS

7.1 INTRODUCTION

Recovery, which was discussed in the last chapter, is a relatively homogeneous process
in terms of both space and time. When viewed on a scale which is larger than the cell or
subgrain size, most areas of a sample are changing in a similar way. Recovery progresses
gradually with time and there is no readily identifiable beginning or end of the process.
In contrast, recrystallization involves the formation of new strain-free grains in certain
parts of the specimen and the subsequent growth of these to consume the deformed or
recovered microstructure (fig. 1.1c,d). The microstructure at any time is divided into
recrystallized or non-recrystallized regions as shown in figure 7.1, and the fraction
recrystallized increases from 0 to 1 as the transformation proceeds, as shown in the
in-situ annealing sequence of figure 7.2. This is typical of a discontinuous annealing
phenomenon as defined in §1.1.

Recrystallization of the deformed microstructure is often called primary recrystallization
in order to distinguish it from the process of abnormal grain growth which may occur in
fully recrystallized material and which is sometimes called secondary recrystallization
(§11.5). We will always use the unqualified term recrystallization to mean primary
recrystallization.

It is convenient to divide primary recrystallization into two regimes, nucleation which
corresponds to the first appearance of new grains in the microstructure and growth
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Fig. 7.1.  An SEM channelling contrast micrograph of aluminium showing
recrystallized grains growing into the recovered subgrain structure.

during which the new grains replace deformed material. Although these two events
occur consecutively for any particular grain, both nucleation and growth may be
occurring at any time throughout the specimen. The kinetics of recrystallization are
therefore superficially similar to those of a phase transformation which occurs by
nucleation and growth. In discussing the origin of recrystallization, the term
‘nucleation’ which is conventionally used, is not appropriate because, as will be further
discussed in §7.6.1, nucleation in the classic thermodynamic sense does not occur. A
more accurate description of the process would be ‘initiation’, although, for simplicity,
we will use the accepted terminology.

The progress of recrystallization with time during isothermal annealing is commonly
represented by a plot of the volume fraction of material recrystallized (Xy) as a function
of log(time). This plot usually has the characteristic sigmoidal form of figure 7.3 and
typically shows an apparent incubation time before recrystallization is detected. This is
followed by an increasing rate of recrystallization, a linear region, and finally a
decreasing rate of recrystallization.

In this chapter we will consider the origin of recrystallization, and general aspects
such as the kinetics and other factors which affect both the process of
recrystallization and the final microstructure. We will mainly be concerned with
the behaviour of single-phase alloys, as the recrystallization of two-phase alloys is
considered separately in chapter 9. The mobility and migration of the grain
boundaries during recrystallization is considered in more detail in chapter 5, and the
orientation of the recrystallized grains (the recrystallization texture), is discussed in
chapter 12.

It has recently become apparent that the recrystallization of metals after very
large strain deformation may be quite different from that after low or moderate
strains, and that the discontinuous recrystallization which is the subject of this chapter,
is replaced by a process of continuous recrystallization. This topic is the subject of
chapter 14.
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Fig. 7.2. Recrystallization of deformed copper observed during in-situ annealing
in the SEM. Video sequences of this and other in-situ annealing experiments can be
viewed at www.recrystallization.info.

7.1.1 Quantifying recrystallization

Recrystallization is a microstructural transformation, which is most directly measured
by quantitative metallography (appendix 2). However, it is also possible to follow the
progress of recrystallization by the measurement of various physical or mechanical
properties.



218 Recrystallization

1

>
X
3
N
3 ™
» Impingement of
> growing grains
o
Q
o
c
.9
8 Nucle
S
L

0

Log Time

Fig. 7.3. Typical recrystallization kinetics during isothermal annealing.

7.1.1.1 The overall transformation

The extent of recrystallization is often described by Xy, and for isothermal experiments
it is convenient to use the time at which recrystallization is 50% complete (tys), as a
measure of the rate of recrystallization. For isochronal experiments, where annealing
is carried out at various temperatures for a constant time, e.g. 1 hr, then the
recrystallization temperature, is usually defined as the temperature at which the material
is 50% recrystallized.

Although such measurements of the recrystallization process have practical value, more
fundamental measurements of recrystallization are obtained by separate reference to the
constituent nucleation and growth processes.

7.1.1.2 Nucleation

Our first difficulty lies in defining what we mean by a recrystallization nucleus. A
working definition might be a crystallite of low internal energy growing into deformed or
recovered material from which it is separated by a high angle grain boundary.

If the number of nuclei per unit volume (IN) remains constant during recrystallization,
then this is the key parameter. However, if this is not the case, the nucleation rate
N = dN/dt also needs to be considered. As nucleation of recrystallization is a very
complex process, the nucleation rate is not expected to be a simple parameter. Early
work indicated that the rate was not always constant during recrystallization as shown
in figure 7.4.

However, such measurements need to be regarded with caution, particularly at the early
stages of recrystallization, because the number of nuclei observed depends strongly on
the technique used to detect them. For example in figure 7.4a are there really no nuclei
present at times shorter than 1000 sec or were they just too small to be detected by
optical microscopy? Is the initial rising nucleation rate shown in figure 7.4b a real effect
or does it reflect the difficulty of detecting small nuclei, in which case perhaps this figure
really represents a monotonically decreasing nucleation rate?
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Fig. 7.4. The variation of nucleation rate (N) with time during the annealing of 5%
deformed aluminium, annealed at 350°C. (a) Initial grain size 45 um, (b) initial grain size
130 um, (Anderson and Mehl 1945).

We must recognise that although formal models of the recrystallization kinetics (§7.3)
usually refer to nucleation rates, these are often very difficult to measure experimentally.
When we come to consider the mechanisms and sites of nucleation (§7.6), it will be clear
that in most cases, it is not yet possible to obtain a realistic quantitative model for the
number of nuclei and its variation with time and other parameters.

7.1.1.3 Growth

The growth of the new grains during recrystallization is more readily analysed than is
their nucleation. It is generally accepted (§5.1.3) that the velocity (v) of a high angle
grain boundary, which is also the growth rate (G) is given by

v=G=MP (7.1)
where M is the boundary mobility and P is the net pressure on the boundary (§5.1.3).
Driving pressure — The driving pressure (P4) for recrystallization is provided by the

dislocation density (p), which results in a stored energy (Ep) given by equation 2.6. The
resultant driving force for recrystallization is then given approximately as:

P4 = Ep = apG b’ (7.2)

where « is a constant of the order of 0.5.

For a dislocation density of 10'> m~2, typical of a metal, and taking Gb* as 1072 N, the
driving pressure for primary recrystallization is of the order of 1MPa. If the dislocations
are in the form of low angle boundaries, then, using equation 2.8, the driving pressure
may be expressed in terms of subgrain size and misorientation.
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Boundary curvature — If we consider a small, spherical, new grain of radius R, growing
into the deformed structure, there is an opposing force which comes from the curvature
of a high angle grain boundary of specific energy y,,. The grain boundary area will be
reduced and the energy lowered if the grain were to shrink, and there is thus a retarding
pressure on the boundary given by the Gibbs-Thomson relationship:

Pe="> (1.3)

This pressure is however only significant in the early stages of recrystallization when the
new grains are small. For a grain boundary energy of 0.5 Jm ™2 and the driving force
discussed above, we find that P, is equal to Py when R is ~1 um. Below this grain size
there would therefore be no net driving force for recrystallization. During the
recrystallization of alloys, other retarding forces arising from solutes or second-phase
particles may be important, and these will be discussed elsewhere.

The pressure on a grain boundary and therefore the boundary velocity, may not
remain constant during recrystallization. In particular, as will be discussed later,
the driving force may be lowered by concurrent recovery and both the driving force
and the boundary mobility may vary through the specimen. Therefore the growth rate (G),
which is an important parameter in any model of recrystallization is also a complex
function of the material and the deformation and annealing conditions.

7.1.2 The laws of recrystallization

In this chapter we are primarily concerned with the principles of recrystallization, and
although we will refer to selected work from the literature, no attempt will be made to
present a detailed survey of the numerous experimental investigations which have been
carried out over the past 50 years. Cotterill and Mould (1976) provide an extensive
bibliography of the earlier work on a wide variety of materials.

In order to introduce the subject, it is of interest to recall one of the earliest attempts to
rationalise the recrystallization behaviour of materials, viz the formulation of the
so-called laws of recrystallization (Mehl 1948, Burke and Turnbull 1952). This series of
qualitative statements, based on the results of a large body of experimental work,
predicts the effects of the initial microstructure (grain size), and processing parameters
(deformation strain and annealing temperature), on the time for recrystallization and on
the grain size after recrystallization. These rules are obeyed in most cases and are easily
rationalised if recrystallization is considered to be a nucleation and growth
phenomenon, controlled by thermally activated processes, whose driving force is
provided by the stored energy of deformation.

(i) A minimum deformation is needed to initiate recrystallization. The deformation
must be sufficient to provide a nucleus for the recrystallization and to provide the
necessary driving force to sustain its growth.

(ii) The temperature at which recrystallization occurs decreases as the time of anneal
increases. This follows from the fact that the microscopic mechanisms controlling
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recrystallization are thermally activated and the relationship between the
recrystallization rate and the temperature is given by the Arrhenius equation.

(iii) The temperature at which recrystallization occurs decreases as strain increases. The
stored energy, which provides the driving force for recrystallization, increases with
strain. Both nucleation and growth are therefore more rapid or occur at a lower
temperature in a more highly deformed material.

(iv) The recrystallized grain size depends primarily on the amount of deformation, being
smaller for large amounts of deformation. The number of nuclei or the nucleation
rate are more affected by strain than the growth rate. Therefore a higher strain will
provide more nuclei per unit volume and hence a smaller final grain size.

(v) For a given amount of deformation the recrystallization temperature will be increased
by:

A larger starting grain size. Grain boundaries are favoured sites for nucleation,
therefore a large initial grain size provides fewer nucleation sites, the nucleation
rate is lowered, and recrystallization is slower or occurs at higher temperatures.

A higher deformation temperature. At higher temperatures of deformation, more

recovery occurs during the deformation (dynamic recovery), and the stored energy
is thus lower than for a similar strain at a lower deformation temperature.

7.2 FACTORS AFFECTING THE RATE OF RECRYSTALLIZATION

When Burke and Turnbull (1952) reviewed the subject, they were able to rationalise a
large body of experimental data into the comparatively simple concepts embodied in the
above ‘laws of recrystallization’. However, later research has shown that recrystallization
is a much more complex process than was envisaged at that time, and in addition, we now
know that it is difficult to extrapolate some of the earlier work, much of which was
carried out on materials of high purity deformed to low strains by uniaxial deformation,
to industrial alloys deformed to large strains. Although the laws of recrystallization still
provide a very useful guide to the overall behaviour, we now recognise there are so many
other important material and processing parameters that need to be taken into account
that any attempt to understand recrystallization needs to address the phenomena at a
much finer microstructural level than was possible 50 years ago.

In the following section, we will consider some of the important factors which are
known to affect the rate at which recrystallization occurs in materials.

7.2.1 The deformed structure

7.2.1.1 The amount of strain
The amount, and to some extent the type of deformation, affect the rate of
recrystallization, because the deformation alters the amount of stored energy and the
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Fig. 7.5. The effect of tensile strain on the recrystallization kinetics of aluminium
annealed at 350°C, (Anderson and Mehl 1945).

number of effective nuclei. As will be discussed in §7.6, the type of nucleation site may
also be a function of strain. There is a minimum amount of strain, typically 1-3%,
below which recrystallization will not occur. Above this strain the rate of recrystalliza-
tion increases, levelling out to a maximum value at true strains of ~2—4. The effect of
tensile strain on the recrystallization kinetics of aluminium is shown in figure 7.5.

7.2.1.2 The mode of deformation

The mode of deformation also affects the recrystallization rate. Single crystals deformed
in single glide, recover on annealing, but may not recrystallize, because the dislocation
structure (similar to that shown in fig. 6.7) does not contain the heterogeneities and
orientation gradients needed to provide a nucleation site. The best examples of this
effect are found in the hexagonal metals which deform by glide on the basal plane. For
example Haase and Schmid (1925) showed that even after extensive plastic strain,
crystals of zinc would recover their initial properties completely without recrystalliza-
tion. At the other extreme, a metal which has undergone a deformation resulting in little
or no overall shape change (i.e. most of the deformation is redundant) may nevertheless
recrystallize readily. The effect of the deformation mode on recrystallization is complex.
For example in both iron (Michalak and Hibbard 1957) and copper (Michalak and
Hibbard 1961) it was found that straight rolling induces more rapid recrystallization
than does cross rolling to the same reduction in thickness. Barto and Ebert (1971)
deformed molybdenum to a true strain of 0.3 by tension, wire drawing, rolling and
compression and found that the subsequent recrystallization rate was highest for the
tensile deformed material and decreased in the above order for the other samples.

7.2.1.3 Strain path changes
In many metal working operations, the strain path is not constant, and may even be
reversed. An example of this is in rolling, where shear deformation near the surface
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Fig. 7.6. The recrystallization temperature of copper as a function of the total applied
strain in specimens deformed by tension or by a combination of tension and
compression, (Lindh et al. 1993).

changes sign. Although the prime interest in strain path effects is their effect on
formability, there is also interest in determining how such strain path effects influence
the subsequent recrystallization behaviour.

Experiments to determine the role of strain path on the recrystallization of high purity
copper have been reported by Lindh et al. (1993). They carried out tension and
combined tension and compression experiments and measured the recrystallization
temperature. For specimens deformed solely by tension, the recrystallization
temperature decreased with increasing tensile strain (fig. 7.6) as would be expected.
However, specimens deformed to the same total permanent strain (pc.r,) by tension and
compression were found to recrystallize at higher temperatures. By reading across from
the data points for the tension/compression samples to the curve for the tensile
specimens of figure 7.6, an equivalent recrystallization strain (sgqu) could be determined
for the tensile/compression samples, and this was given by

By = Eperm + Nerea (1.4)

where &4 is the redundant strain and n a constant found to be 0.65. This shows that the
redundant strain is only 0.65 times as effective in promoting recrystallization as is the
permanent strain.

Embury et al. (1992) compared the recrystallization behaviour of cubes of pure
aluminium deformed in uniaxial compression with similar specimens which were
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Fig. 7.7. The effect of redundant deformation on the recrystallization of pure
aluminium. The recrystallization kinetics for specimens deformed monotonically are
compared with those of specimens deformed by multi-axis compression. (a) Specimens
deformed to the same equivalent strain (0.7), (b) specimens deformed to the same
equivalent stress, (Embury et al. 1992).

deformed incrementally in different directions so as to produce no overall shape
change. Their results (fig. 7.7a) show that for the same equivalent strain the specimens
deformed by multi-axis compression recrystallized more slowly than the specimens
deformed by monotonic compression, in agreement with the results of figure 7.6.
However, if the specimens were deformed to the same level of stress, as shown in
figure 7.7b, the recrystallization kinetics of the specimens were similar.

Zhu and Sellars (1997) investigated the effect of reversed uniaxial deformation on
aluminium. They found similar effects on the recrystallization kinetics to those cited
above, and also showed that the recrystallized grain size was much larger for a given
total strain if the strain path involved tension and compression. They also investigated
the effects of strain path change on the deformation microstructure, and found a lower
dislocation density after strain reversal.

A simple interpretation of all these results is that the dislocation density and hence the
flow stress are reduced on strain reversal. The lower driving pressure for recrystalliza-
tion resulting in slower recrystallization and larger recrystallized grain sizes. However, a
detailed explanation of the effect of deformation mode on recrystallization cannot be
given, until the effects of redundant deformation on the microstructure are adequately
understood.

A remarkable example of how a highly deformed microstructure can be ‘undeformed’ is
found in the work of Farag et al. (1968). These authors found that the elongated grain
structure produced in pure aluminium by a strain in torsion of 2.3 at 400°C could be
returned to an equiaxed grain structure if an equal and opposite strain was subsequently
given.
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7.2.2 The grain orientations

7.2.2.1 Single crystals

As discussed in chapter 2, the microstructure and stored energy of a deformed grain
depends strongly on the active slip systems and hence on its orientation. Therefore the
initial orientation as well as the ‘orientation path’ during deformation, will affect both
the nucleation sites and the driving force for recrystallization.

Hibbard and Tully (1961) measured the recrystallization kinetics of both copper and
silicon-iron single crystals of various orientations, which had been cold rolled 80%, and
found significant differences in rates of recrystallization as shown for silicon-iron in
table 7.1.

Brown and Hatherly (1970) investigated the effect of orientation on the recrystalliza-
tion kinetics of copper single crystals which had been rolled to a reduction of 98.6%.
The recrystallization times on annealing at 300°C varied between 5 and 1000 min.
These compared with a recrystallization time of 1 minute for a polycrystalline
specimen deformed to the same strain. It was found, in agreement with the first two
samples in table 7.1, that the recrystallization kinetics could not be clearly associated
with the texture resulting from deformation. For example, both {110} <112> and
{110} <001 > crystals developed similar {110} <112> rolling textures, but due to the
differences in the nature of the deformed structure, the former recrystallized 50 times
more slowly. Differences between the recrystallization kinetics and textures of the
single crystals and the reference polycrystal in the above investigation, serve to
highlight the importance of grain boundaries during recrystallization and show that
care must be taken in using data from single crystal experiments to predict the
behaviour of polycrystals.

The recent development of techniques such as EBSD which enable detailed
characterisation of local orientations (appendix 2.1.4), has helped to clarify many
issues concerning the recrystallization of single crystals, into which there has been
considerable recent research (e.g. Driver 1995, Mohamed and Bacroix 2000, Driver et
al. 2000, Godfrey et al. 2001). The general conclusions are in agreement with the
carlier researches and show that the stored energy after deformation is strongly
dependent on crystal orientation, and that this has a marked influence on the rate of
recrystallization.

Recrystallization of silicon—iron singrll;a::;sz;:ls at 600°C (Hibbard and Tulley 1961).
Initial Final orientation Time for 50% Orientation after
orientation recrystallization (s) | recrystallization
{111} <112> {111}y <112> 200 {110} <001 >
{110} <001 > (111} <112> 1000 {110} <001 >
{100} <001 > {001} <210> 7000 {001} <210>
{100} <011 > {100} <011 > No recrystallization {100} <011 >
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7.2.2.2 Polycrystals

In polycrystalline materials there is evidence that the overall recrystallization rate may
be dependent on both the starting texture and the final deformation texture. In iron, the
orientation dependence of the stored energy after deformation has been determined
(§2.2.3), and it has been predicted on this basis that the various texture components will
recrystallize in the sequence shown in figure 7.8. Recent work (Hutchinson and Ryde
1995) has confirmed the trends shown in this figure. In aluminium alloys, Blade and
Morris (1975) have shown that differences in the texture formed after hot rolling and
annealing lead to differences in recrystallization kinetics when the material is
subsequently cold rolled and annealed.

The observations of inhomogeneous recrystallization discussed in §7.4 provide further
evidence of the variation of recrystallization rate for different components of the
deformation texture.

7.2.2.3 The effect of boundary character on growth rate

The orientation relationships between deformed and recrystallizing grains may also
have a strong effect on the growth rate during recrystallization. This is a consequence of
the dependence of grain boundary mobility (M) on boundary character discussed in
chapter 5, and it may be seen from equation 7.1, that this directly influences the
growth rate.

Grain boundaries of high mobility will not only cause more rapid recrystallization, but
may strongly influence the recrystallization texture. This effect, which is known as
oriented growth, is discussed in detail in §12.3.2. It has been pointed out by Juul Jensen
(1995b) that oriented growth effects may also result from low angle boundaries of low
mobility, if recrystallizing grains encounter deformed regions of a similar orientation.

The important general conclusions to be drawn from this section are:

e Recrystallization of different texture components will occur at different rates, and will
inevitably lead to inhomogeneous recrystallization (§7.4).

e The strain path history affects both the stored energy and the heterogeneities of the
microstructure, and therefore apparently identical texture components may
recrystallize quite differently. Without knowledge of the starting texture, final

Nucleation
rate

Time

Fig. 7.8. Schematic representation of the proposed orientation dependence of the
nucleation rate in deformed iron, (after Hutchinson 1974).
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texture and the orientation path linking them, it may not be possible to predict the

recrystallization behaviour of a particular component of the deformation texture.
e The spatial distribution of orientations, which affects the grain boundary character

distribution, will influence both the initiation and growth of recrystallized grains.

7.2.3 The original grain size

It is generally found that a fine-grained material will recrystallize more rapidly than a
coarse-grained material, as seen in figure 7.9.

There are several ways in which the initial grain size may be expected to affect the rate of
recrystallization.
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Fig. 7.9. The recrystallization kinetics at 225°C of copper of different initial grain sizes
cold rolled 93%: (a) fraction recrystallized, (b) JMAK plot, (Hutchinson et al. 1989a).
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e The stored energy of a metal deformed to low strains (¢ < 0.5) tends to increase with
a decrease in grain size (§2.2.2).

e Inhomogeneities such as deformation and shear bands are more readily formed
in coarse-grained material (e.g. Hatherly 1982) and thus the number of these
features, which are also sites for nucleation, increases with increasing grain size
(§2.7.4 and §2.8.4).

e Grain boundaries are favoured nucleation sites (§7.6.4), and therefore the number of
available nucleation sites is greater for a fine-grained material.

e The deformation texture and hence the recrystallization texture may be influenced
by the initial grain size, and as discussed above, the recrystallization kinetics will
then be affected by the grain orientations.

Evidence for all of these effects may be found in the literature, although it should be
noted that in the investigation of Hutchinson et al. (1989a) shown in figure 7.9, where
the growth rate of the grains in the fine-grained material was some 20 times faster than
that of the coarse-grained material at the same temperature, the difference in kinetics
was ascribed primarily to orientation effects.

7.2.4 Solutes

The usual effect of solutes is to hinder recrystallization (Dimitrov et al. 1978). Table 7.2
shows the effect of zone refining on the recrystallization temperatures of various metals
after large rolling reductions. Although the amount and type of impurities in the
commercial materials is not specified, and in some cases they may contain second-phase
particles, the marked effect of purifying the metals is clearly seen.

The quantitative effect of a solute on the recrystallization behaviour is dependent on the
specific solvent/solute pair. A good example of a very potent solute which has an
important influence on commercial alloys is iron in aluminium. Figure 7.10 shows how
very small concentrations of iron in solid solution in high purity aluminium may
increase the recrystallization temperature by ~100°C.

An extensive survey of the effect of transition element solutes on the recrystallization of
iron has been carried out by Abrahamson and colleagues (e.g. Abrahamson and

The effect of purity on the temperartru?i‘l;l‘i);7 ;‘icrystallization (Dimitrov et al. 1978).
Metal Recrystallization temperature (°C)
Commercial purity Zone refined

Aluminium 200 -50
Copper 180 80

Iron 480 300

Nickel 600 300
Zirconium 450 170
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Fig. 7.10. The effect of trace amounts of iron in solid solution on the annealing
response of aluminium deformed 80% by cold rolling, (Marshall and Ricks 1992).

Blakeny 1960). Although this work has indicated a correlation with the electron
configuration of the solute, the effect remains unexplained.

Impurities may affect both the nucleation and growth of recrystallizing grains. It is
difficult to measure or even define a nucleation rate for recrystallization, and the effect
of impurities has not been quantified. Solutes may in some cases have a strong influence
on the recovery processes which are an integral part of nucleation and which may affect
the driving force for recrystallization. However, the majority of experimental work
suggests that the main influence of solutes is on the grain boundary mobility (§5.3.3) and
hence on the growth rate of recrystallizing grains (equation 7.1).

7.2.5 The deformation temperature and strain rate

At temperatures where thermally activated restoration processes such as dislocation
climb occur during deformation, the microstructure will be dependent on the
deformation temperature and strain rate in addition to the strain. After deformation
at high temperatures and low strain rates, the stored energy will be reduced and
recrystallization will occur less readily than after deformation to a similar strain at low
temperature. These effects are considered in §13.6.

7.2.6 The annealing conditions

7.2.6.1 The annealing temperature
As may be seen from figure 7.11a, the annealing temperature has a profound effect on
the recrystallization kinetics. If we consider the transformation as a whole and take the
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time for 50% recrystallization (tos) to be a measure of the rate of recrystallization, we
might expect a relationship of the type:

1 Q
Rate = P C exp (— ﬁ) (7.5)

In figure 7.11b, we see that a plot of In(tys) vs. 1/T gives a good straight line in
accordance with equation 7.5, with a slope corresponding to an activation energy of
290 kJ/mol. Although such an analysis may be of practical use, an activation energy
obtained from it is not easy to interpret, as it refers to the transformation as a whole,
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Fig. 7.11. (a) The effect of annealing temperature on the annealing of Fe-3.5%Si
deformed 60%, (b) Arrhenius plot of the time for 50% recrystallization as a function of
temperature, (data from Speich and Fisher 1966).
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and is unlikely to be constant. For example such activation energies have been found to
depend on strain (Gordon 1955) and to vary significantly with small changes in material
purity. Vandermeer and Gordon (1963) found that an addition of only 0.0068 at% of
copper to pure aluminium raised the activation energy for recrystallization from 60 to
120 kJ/mol.

An activation energy is only interpretable if it can be related to thermally activated
processes at the atomic level. Consider the separate nucleation and growth processes
which constitute recrystallization.

N=C exp(— %) (7.6)
G=0 exp(— %) (7.7)

Although equation 7.7 has some validity because grain boundary migration rates are
known to follow this type of relationship (§5.3.1), equation 7.6 is of little use because we
have already noted that a constant nucleation rate is rarely found in practice. For
example it was seen in §6.5 that the rate controlling process in recrystallization
nucleation may be subgrain growth, in which case the activation energy for that process
is the most relevant to nucleation.

7.2.6.2 The heating rate

The rate of heating of the specimen to the annealing temperature can also affect the rate
of recrystallization. In order for this to occur, it is necessary for some other process to
interact with recrystallization, and for this to have a different temperature dependence.

Consider the following two cases:

e The heating rate affects the relative rates of recovery and recrystallization.

If slow heating increases the amount of recovery occurring before recrystallization, the
driving pressure will be reduced and recrystallization retarded. Although this effect is
frequently cited in the literature, there is no experimental evidence to support it for
single-phase alloys. Recovery would be enhanced at low heating rates only if it had a
lower activation energy than recrystallization. In most alloys, the rates of both processes
are controlled by lattice diffusion and have similar temperature dependencies; therefore
heating rate is not predicted to affect one more than the other. In a very pure metal
where HAGB migration is controlled by boundary diffusion (§5.3) and recovery by
lattice diffusion, it would be expected that a low heating rate would in fact promote
recrystallization, although this has not been reported.

e Phase transformations can occur.

Precipitation reactions have a different temperature dependence to recrystallization. If
a supersaturated solid solution is deformed and annealed at a low heating rate,
precipitation may occur before recrystallization and hinder it, whereas on rapid heating,
recrystallization may be completed before any precipitation occurs. This effect, which is
discussed in more detail in §9.8, may influence the rate of recrystallization in industrial
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alloys, where it is often found that a rapid heating rate accelerates recrystallization and
results in a smaller grain size, e.g. Al-Li alloys (Bowen 1990) and Al-Zn-Mg alloys
(Wert et al. 1981).

Conversely, it is found that in steels, rapid heating may slow down recrystallization

(Ushioda et al. 1989). In this case the heating rate determines the amount of carbon in
solid solution, and this in turn affects the recrystallization (§15.3).

7.3 THE FORMAL KINETICS OF PRIMARY RECRYSTALLIZATION

7.3.1 The Johnson—Mehl-Avrami—Kolmogorov (JMAK) model

The type of curve shown in figure 7.3 is typical of many transformation reactions, and
may be described phenomenologically in terms of the constituent nucleation and growth
processes. The early work in this area is due to Kolmogorov (1937), Johnson and Mehl
(1939) and Avrami (1939) and is commonly known as the JMAK model. A more general
discussion of the theory of the kinetics of transformations may be found in the phase
transformation literature, e.g. Christian (2002).

7.3.1.1 Theory )

It is assumed that nuclei are formed at a rate N and that grains grow into the deformed
material at a linear rate G. If the grains are spherical, their volume varies as the cube of
their diameter, and the fraction of recrystallized material (Xy) rises rapidly with time.
However, the new grains will eventually impinge on each other and the rate of
recrystallization will then decrease, tending to zero as Xy approaches 1.

The number of nuclei (dN) actually appearing in a time interval (dt) is less than Ndt
because nuclei cannot form in those parts of the specimen which have already
recrystallized. The number of nuclei which would have appeared in the recrystallized

volume is NXy dt and therefore the total number of nuclei (dN’) which would have
formed, including the ‘phantom’ nuclei is given by:

dN’ = Ndt = dN + NXy dt (7.8)

If the volume of a recrystallizing grain is V at time t, then the fraction of material which
would have recrystallized if the phantom nuclei were real (Xygx) is known as the
extended volume and is given by:

t
XveEx = deN/ (7.9)
0

If the incubation time is much less than t, then

V=Gt (7.10)
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where f is a shape factor (47/3 for spheres). Thus

t

Xypx = fG? / t*Ndt (7.11)
0
If N is constant then
. .3
NG t*

During a time interval dt, the extended volume increases by an amount dXygx. As the
fraction of unrecrystallized material is 1 — Xy, it follows that dXygx = (1 — Xy) dXygx, or

dXy
X = .1
dXvEx Xy (7.13)
7 Toax 1
X = [ dXyex = AR 7.14
/ VEX / - Xy n - Xy ( )
0 0
Xy =1 —exp (—=Xvex) (7.15)
Combining equations 7.12 and 7.15
NGt
Xy=1-— exp(4) (7.16)
This may be written more generally in the form
Xy =1 —exp(— Bt") (7.17)

where B = fNC3 /4, which is often called the Avrami, Johnson—-Mehl or JMAK equation.

In the case considered above, in which the growing grains were assumed to grow in three
dimensions, the exponent n in equation 7.17, which we will refer to as the JMAK or
Avrami exponent is seen from equation 7.16 to be 4. The above treatment assumed that
the rates of nucleation and growth remained constant during recrystallization. Avrami
(1939) also considered the case in which the nucleation rate was not constant, but a
decreasing function of time, N having a simple power law dependence on time. In this
situation n lies between 3 and 4, depending on the exact form of the function.

Two limiting cases are of importance, that already discussed in which N is constant and
n =4, and that where the nucleation rate decreases so rapidly that all nucleation events
effectively occur at the start of recrystallization. This is termed site saturated nucleation.
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Table 7.3
Ideal JMAK exponents.
Growth Site saturation Constant nucleation
dimensionality rate
3-D 4
2-D 2 3
1-D 1 2

In this case, Xygx in equation 7.12 is given by fN(Ct)3 where N is the number of nuclei.
This may be seen to give a JMAK exponent of 3 in equation 7.17.

The above analyses assume that until impingement, the grains grow isotropically in
three-dimensions. If the grains are constrained either by the sample geometry or by
some internal microstructural constraint to grow only in one or two-dimensions, then
the JMAK exponent is lower as shown in table 7.3.

Cahn (1956) has extended the theory to include nucleation at random sites on grain
boundaries and found that n fell from 4 at the start of the transformation to 1 at the end.
However, no general analytical treatment of non-randomly distributed nucleation sites
is available.

It should be noted that the essential feature of the JMAK approach is that the nucleation
sites are assumed to be randomly distributed.

7.3.1.2 Comparison with experiment

Experimental measurements of recrystallization kinetics are usually compared with the
JMAK model by plotting In[In{1/(1 — Xy)}] against In t. According to equation 7.17, this
should yield a straight line of slope equal to the exponent n. This method of data
representation is termed a JMAK plot. It should incidentally be noted that equation 7.14
shows that this is equivalent to a plot of In Xygx against In t.

The growth rate is not easily determined from measurements of Xy. However, if the
interfacial area between recrystallized and unrecrystallized material per unit volume (Sy)
is measured as a function of time, then Cahn and Hagel (1960) showed that the global
growth rate G is given by

1 dXy
=5, dt (7.18)
There are a number of early experimental investigations of recrystallization in which
JMAK kinetics were found with n ~ 4. These include the work of Anderson and Mehl
(1945) on aluminium, Reiter (1952) on low carbon steel and Gordon (1955) on copper.
All these investigations were for fine-grained material deformed small amounts in
tension. As pointed out by Doherty et al. (1986), in such conditions an increase in grain
size on recrystallization is to be expected, with less than one successful nucleus arising
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Fig. 7.12. JMAK plot of the recrystallization kinetics of aluminium containing
0.0068 at.% Cu, deformed 40% by rolling, (Vandermeer and Gordon 1962).

from each old grain. Therefore the overall spatial distribution of these nuclei is likely to
approach random (fig. 7.14a), thus fulfilling the conditions for JMAK kinetics. Figure
7.9b shows that the recrystallization behaviour of fine-grained copper is consistent with
JMAK kinetics, whilst the logarithmic plot for the coarse-grained material demon-
strates a strong negative deviation at long times.

It is in fact very unusual to find experimental data which, on detailed analysis, show
good agreement with JMAK kinetics. Either the JMAK plot is non-linear, or the slope
of the JIMAK plot is less than 3, or both. A very clear example is the work of
Vandermeer and Gordon (1962) on 40% cold rolled aluminium containing small
amounts of copper, shown in figure 7.12. The JMAK slopes were found to be 1.7, and
the data at the two lower annealing temperatures are seen to fall below the straight line
at long annealing times. There are numerous investigation of aluminium and of other
materials in which values of n of the order of 1 have been found. These include copper
(Hansen et al. 1981) and iron (Michalak and Hibbard 1961, Rosen et al. 1964).

It is therefore concluded that the JMAK analysis discussed above is too simple to
quantitatively model a process as complex as recrystallization. In particular, the change in
microstructure during recrystallization needs to be described by more parameters than the
fraction of material transformed (Xy or Xygx)-

7.3.2 Microstructural path methodology

A significant attempt to improve the JMAK approach was made by Vandermeer and
Rath (1989a) using what they termed Microstructural path methodology (MPM). In this
approach, more realistic and more complex geometric models are employed by using
additional microstructural parameters in the analysis and, if required, relaxing the
uniform grain impingement constraint.
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As for the JMAK model, it is convenient to use the concept of extended volume (Xygx)
whose relation to the recrystallized fraction (Xy) is given by equation 7.15. In addition,
the microstructure is characterised by the interfacial area per unit volume between
recrystallized and unrecrystallized material (Sy) and this is related to the extended
interfacial area (Sygx) by the relationship (Gokhale and DeHoff 1985).

Sv
1 —Xv

Svex = (7.19)

As before, this relationship is valid only for randomly distributed recrystallized
grains.

The growth of individual recrystallizing grains may be written in integral form

t
XVEX :/ V(t—r)N(z) dt (7.20)
0

t
Svex :/ Se—nNe dt (7.21)
0

where V(. and S._.) are the volume and interfacial area respectively at time t, of a
grain which was nucleated at time .

If it is assumed that the grains are spheroids which do not change shape, then the
volume and interfacial area of a grain are

Vien =Ky.a}_, (7.22)
Si-n =Ks.ag_, (7.23)

where a is the major semi-axis of the spheroid and Ky and Kg are shape factors. The
radius function a(_- is related to the interface migration rate G(t) by

An = / G(t)dt (7.24)

Whereas Xygx and Sygx are global microstructural parameters which may be measured
metallographically, aq_,) is a local property, and may be estimated by measuring
the diameter of the largest unimpinged grain intercept (D) on a plane polished surface.
If it can be assumed that this is the diameter of the earliest nucleated grain, then
aq—n=Dr/2.

Vandermeer and Rath (1989a), using the method of Gokhale and DeHoff (1985) have
shown that the nucleation and growth characteristics of the recrystallizing material are
contained in the time dependence of equations 7.20 and 7.21, and have demonstrated
how these equations may be evaluated to extract the nucleation rate, growth rate, and
size of the recrystallizing grains. The method involves inverting the equations, based on
the mathematics of Laplace transforms.
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For isothermal annealing, it is assumed that the time dependence of Xvgx, Svex and D¢
may be represented by power law functions of the form

Xvex = Bt" (7.25)
Svex = Kt™ (7.26)
Dy = St (727)

It is also postulated that the derived functions can be represented by power law
functions, thus

N = N~ (7.28)
ag_ = Ga(t — 1) (7.29)

where N;, G, § and r are constants.

If the shapes of the grains remain spheroidal during growth then a., =Dy /2 and hence
r=s and G, =S5/2.

Vandermeer and Rath show that for spheroidal grains which retain their shape during
growth

§=3m—2n (7.30)
r=s=n—-m (7.31)

Reference to equations 7.25-7.29 shows that:

8d=1 corresponds to a constant nucleation rate
§=0 to site saturated nucleation
r=s=1 corresponds to a constant growth rate.

Therefore, by measuring Xy, Sy and Dy experimentally as a function of annealing time,
n, m and s may be determined, § and r calculated and the form of the nucleation kinetics
identified.

If the simple JMAK model discussed above applies, then, for constant nucleation and
growth rates we would obtain n=4, m=3, s=1 and hence §=1 and r=1.

Figure 7.13, from the work of Vandermeer and Rath shows data for the recrystallization
of a deformed iron crystal plotted to give n, m and s from the slopes of the lines in
figures 7.13a, b, ¢ respectively. The data have been normalised using an Arrhenius
relationship so as to include results obtained at several temperatures. The values
obtained are n=1.90, m = 1.28, s =0.60, which give § =0.04 and r =0.62. As § is almost
zero, it is concluded that nucleation is effectively site saturated, and as r~s it is
concluded that the grains grow as spheroids. The low value of r indicates a growth rate
decreasing with time.

If s#r then the grain shape is changing during recrystallization, and further infor-
mation about the shapes of the grains may be extracted (Vandermeer and Rath 1990).
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Fig. 7.13.  Annealing kinetics of an iron crystal deformed 70% and annealed at various
temperatures. By normalising the time axis by means of an Arrhenius relationship, data
from a range of annealing temperatures are found to fall on a common curve.

(a) Variation of Xy, (b) variation of Sy, (c) variation of largest recrystallized grain
diameter, (Vandermeer and Rath 1989a).

The model has also been extended to include the effects of recovery during the
recrystallization anneal (Vandermeer and Rath 1989b).

Microstructural path methodology allows more detailed information about nucleation
and growth rates to be extracted from experimental measurements than does the
original JMAK analysis, and is a very useful tool in determining whether or not
nucleation is site-saturated (e.g. Vandermeer and Juul Jensen 2001). However, it should
be noted that whilst the MPM approach is more flexible than the JMAK model, it is still
based on the assumption that the spatial distribution of nuclei is random and that
growth rates are global rather than local parameters.

From the above discussion of the JIMAK and MPM models it is clear that the two
factors most likely to cause problems in realistic modelling of recrystallization kinetics
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are inhomogeneous recrystallization and concurrent recovery, and these are considered in
the next section.

7.4 RECRYSTALLIZATION KINETICS IN REAL MATERIALS

7.4.1 Non-random spatial distribution of nuclei

It is widely recognised that the nucleation sites in recrystallization are non-randomly
distributed. However, the analytical treatments of kinetics discussed above are unable to
satisfactorily take this into account.

Evidence for non-random site distribution is found for all materials, particularly those
with a large initial grain size, and examples include iron (Rosen et al. 1964), copper
(Hutchinson et al. 1989a), brass (Carmichael et al. 1982) and aluminium (Hjelen et al.
1991, Somerday and Humphreys 2003b).

On the scale of a single grain, nucleation of recrystallization is inhomogeneous as is
discussed in more detail in §7.6. Nucleation occurs at preferred sites such as prior grain
boundaries, at transition bands, and shear bands. At lower strains, fewer of these
deformation heterogeneities are formed and fewer of those formed act as nucleation
sites. Whether or not these small-scale inhomogeneities lead to an overall inhomoge-
neous distribution of nuclei will depend on the number of nuclei relative to the number
of potential sites, as shown schematically in figure 7.14. If nucleation only occurs at
grain boundaries, then a given number of nuclei in a fine-grained material (fig. 7.14a)
will lead to more homogeneous recrystallization than the same number in a coarse-
grained material (fig. 7.14b). The limiting case is that of single crystals in which
recrystallization nucleation is rarely randomly distributed (e.g. Driver 1995, Mohamed
and Bacroix 2000, Driver et al. 2000, Godfrey et al. 2001).

On a larger scale, it is also found, that not all grains in a material recrystallize at a
similar rate, and it is this larger-scale heterogeneity that is frequently the main cause of

(a) - (b)

Fig. 7.14. Schematic representation of the effect of the initial grain size on the
heterogeneity of nucleation. (a) Small initial grain size, (b) large initial grain size.
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Fig. 7.15.  EBSD map of a cold rolled single-phase, coarse-grained Al-0.05 wt%Mn
alloy which has been partially recrystallized. The area originally contained three
deformed grains. The upper and lower grains have recrystallized to different grain sizes,
whilst no recrystallization has occurred in the central (Goss-oriented) grain. The colours
represent the orientations within the sample, (Somerday and Humphreys 2003b).
(See colour plate section.)

inhomogeneous recrystallization. This effect arises from the orientation differences
between grains. As discussed in chapter 2, the slip systems and strain path which operate
during deformation are dependent on crystallographic orientation. Thus the distribu-
tion and density of dislocations and of larger scale microstructural inhomogeneities is
orientation dependent. Therefore the availability and viability of nucleation sites and
also the growth rate of the recrystallizing grains depends strongly on orientation.

Fcc crystals of the {110} <001 > Goss orientation deformed in plane strain compression
are an extreme example. In these materials no deformation heterogeneities form and no
recrystallization is nucleated (Ferry and Humphreys 1996a). Goss-oriented grains in a
deformed fcc polycrystal are also slow to recrystallize, and figure 7.15 shows an EBSD
map of a deformed large-grained single-phase aluminium alloy which has partially
recrystallized on annealing. The area of the sample originally comprised three grains,
whose boundaries were aligned in the rolling direction (RD). The lower grain has
recrystallized to a grain size of ~15 pm and the upper grain has recrystallized to a grain
size of ~30 um. No recrystallization has originated in the central Goss-oriented grain,
but some large (~100 pm) grains from the upper and lower grains are growing into the
Goss grain.

An extreme example of inhomogeneous recrystallization is found in low zinc a-brass
(Carmichael et al. 1982) in which, depending on their initial orientation, grains may
deform either by reasonably uniform slip or by deformation twinning and shear
banding. On annealing, the latter grains recrystallize first and are often completely
recrystallized before the former have started to recrystallize as shown in figure 7.16b.
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(c)

Fig. 7.16. Inhomogeneous recrystallization in 95:5 brass cold rolled 75% and
annealed, (TD section with rolling direction vertical); (a) as deformed, (b) 6 min at
250°C, (c) 24 hr at 250°C, (Carmichael et al. 1982).

In alloys containing large second-phase particles which stimulate the nucleation of
recrystallization (§9.3.4), clustering of the particles may, for similar reasons, lead to
macroscopically inhomogeneous recrystallization.

7.4.2 The variation of growth rate during recrystallization

7.4.2.1 Experimental observations ]

There is considerable evidence that the growth rate (G) is not a constant, and therefore a
realistic treatment of recrystallization kinetics must allow for the variation of G in both
space and time. Although there may be some variation of the boundary mobility (M)
during recrystallization, for example through an orientation dependence of mobility
(§5.3.2), the main reason for such changes in growth rate is thought to be variations in
the driving pressure. The driving pressure may vary through the material due to
microstructural inhomogeneity and may also decrease with time due to recovery
occurring concurrently with recrystallization. It is now thought that in many cases both
these effects occur, making the interpretation or prediction of growth rates very
difficult.

There have been several detailed measurements of grain boundary velocities during
recrystallization, including those on aluminium (Vandermeer and Gordon 1959, Furu
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and Nes 1992), iron (Leslie et al. 1963, English and Backofen 1964, Speich and Fisher
1966, Vandermeer and Rath 1989a) and titanium (Rath et al. 1979). The growth rates
were usually determined either by measurement of the size of the largest growing grain,
or by the Cahn—Hagel analysis (equation 7.18). In all these investigations the growth
rates were found to decrease significantly with annealing time.

Various equations have been used to express the variation of G with time such as

. A
= 7.32
G=1 TBC (7.32)
which, at long times reduces to
G=Ct™ (7.33)

In several cases r has been found to be close to 1, although in their investigation of the
recrystallization kinetics of iron, Vandermeer and Rath (1989a) found r=0.38.

The basic JIMAK model of §7.3.1 assumes a constant growth rate, and the following
analysis illustrates the effect of recovery on the growth rate and on the kinetics of
recrystallization. More detailed treatments are discussed by Furu et al. (1990).

If we allow G to vary, then for site-saturated nucleation with N nuclei, equation 7.16

becomes
t 3
Xy =1 —exp[—fN(/Gdt) } (7.34)
0

If the variation of growth rate with time is as given by equation 7.33, then combining
equations 7.33 and 7.34 we find

t(l_r) 3

The JMAK plots for the recrystallization kinetics given by equation 7.35 are shown in
figure 7.17 for various values of r.

Note that as the growth rate is increasingly slowed (increasing r), the JMAK plot
remains a straight line. However the slope decreases and, from equation 7.35 is equal to
3(1 —r).

7.4.2.2 The role of recovery

Until recently, a decreasing growth rate during recrystallization or a non-linear JMAK
plot was thought to be due entirely to the effects of recovery on the driving force for
recrystallization. The classic early work in this field is that of Vandermeer and Gordon
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Fig. 7.17. The predicted effect of the recovery parameter r in equation 7.35 on the
JMAK plot for recrystallization under conditions of site saturated nucleation.

(1962) who carried out an extensive metallographic and calorimetric study of the
recrystallization of aluminium alloys containing small amounts of copper. In this work
the low JMAK slopes and the deviation of these plots from linearity at long times (fig.
7.12) were attributed to recovery. However, it is now thought that in many cases, factors
other than recovery may be more important.

Consider the measurements of the softening during annealing of cold worked copper
and aluminium shown in figure 7.18. For the case of copper (fig. 7.18a) there is no
softening prior to that due to recrystallization, but for aluminium (fig. 7.18b), there is
extensive prior softening, and these observations are consistent with our knowledge
of recovery in these materials. Although we may expect some recovery during the
recrystallization of aluminium which will lower the driving force, it is unlikely that there
will be significant recovery in copper, or other metals of medium to low stacking fault
energy. In such materials, recovery is not a likely explanation for the low JMAK
exponents, nor the non-linearity of the JMAK plots at longer times, such as shown in
figure 7.9b.

We must now question the role of recovery in affecting recrystallization even in those
materials for which recovery is known to occur readily.

Would uniform recovery explain the observed JMAK plots?

As discussed in chapter 6, recovery lowers the driving pressure (P) for recrystallization
and is therefore expected to reduce G according to equation 7.1. Although our
knowledge of recovery kinetics is far from complete, the available evidence suggests that
recovery processes are broadly consistent with the kinetics of growth rate reduction as
given by equations 7.32 and 7.33. For example a JMAK slope of 2, which is commonly
observed experimentally, implies a not unreasonable value of r=0.33 in equation 7.33.
However, recovery on the model discussed above or on the model of Furu et al. (1990),
leads to linear JMAK plots and would therefore not explain the frequent observation of
non-linearity such as shown in figure 7.12.
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Fig. 7.18. The variation of the fractional residual strain hardening during annealing
for (a) cold worked copper (Cook, and Richards 1946) and (b) commercial purity
aluminium, (Furu et al. 1990).

Is the temperature dependence of G consistent with recovery?

In their investigation of the recrystallization kinetics of iron, Vandermeer and Rath
(1989a) found that data over a wide range of annealing temperatures could be fitted to
equation 7.33 if the data were normalised to take account of the temperature
dependence of the growth rate (fig. 7.13c). If this decrease in growth rate were due to
recovery, then it would fit equation 7.33 over the whole temperature range only if the
activation energies for recovery and high angle grain boundary migration were equal.
As discussed in §7.2.6.2, this is probable, with both processes being controlled by lattice
diffusion, although it would also be consistent with the microstructural inhomogeneity
discussed in the following section.

Is the amount of recovery sufficient to explain the recrystallization Kinetics?

Several investigations (e.g. Perryman (1955) on aluminium and Rosen et al. (1964) on
iron), have indicated that prior recovery treatment has little effect on recrystallization.
In figure 7.19, the JMAK plots for iron which had been recovered at various
temperatures before recrystallization, show that prior recovery has had little effect on
the recrystallization kinetics.
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Fig. 7.19. The effect of recovery on the recrystallization of iron, (Rosen et al. 1964).

More recent experimental measurements of both the extent of recovery and the growth
rate of recrystallization in aluminium (Furu and Nes 1992) have shown that the amount
of uniform recovery is relatively small (20% at Xy =0.1) and is not in itself sufficient to
account for the observed decrease of the growth rate.

It is therefore likely that factors other than recovery are contributing to the decrease in
growth rate at long annealing times.

7.4.2.3 The role of microstructural inhomogeneity

The nature of the deformation microstructure (§2.4) gives rise not only to the
inhomogeneous distribution of recrystallization nuclei discussed in §7.4.1, but also to
the variations in stored energy which are responsible for inhomogeneous growth rates.

Hutchinson et al. (1989a) investigated inhomogeneous recrystallization in cold rolled
OFHC copper. They measured the release of stored energy during the recrystallization,
and found that it was not proportional to the fraction recrystallized, and that the
regions of high stored energy recrystallized first (fig. 7.20a). The measured growth rate
of the recrystallizing grains decreased with time, and they were able to show that this
was due entirely to the inhomogeneity of the stored energy distribution. As shown in
figure 7.20b, the mean growth rate was found to be proportional to the true driving
force, which was calculated from the calorimetric measurements. The recrystallization
kinetics from this work, shown in figure 7.9b, indicate that although the fine-grained
material gave a linear JMAK plot with a slope of 2.7, the coarse-grained material, in
which the recrystallization was more inhomogeneous had a significantly lower slope of
1.7 and the data fell well below the straight line plot during the later stages of
recrystallization.

Earlier work on aluminium (Vandermeer and Gordon 1962), also showed that the
amount of heat evolved per unit volume recrystallized, decreased as recrystallization
proceeded. Although this was interpreted as being due to recovery, it is quite possible
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Fig. 7.20. The effect of the inhomogeneous distribution of stored energy on the
recrystallization of the copper specimens whose kinetics are shown in figure 7.9. (a)
Correlation of the residual stored energy and the volume fraction recrystallized shows
that a large part of the stored energy is released during the early stages of
recrystallization, (b) correlation of the growth rate and the rate of decrease of stored
energy shows the boundary velocity to be approximately proportional to the driving
force, (Ryde et al. 1990).

that these results could also be explained at least in part, by an inhomogeneous
distribution of stored energy.

As deformation microstructures are very varied and not well understood, it is difficult
to give a general treatment of recrystallization in inhomogeneous microstructures,
although specific cases have been modelled analytically by Vandermeer and Rath
(1989b) and Furu et al. (1990).

In figure 7.21 we schematically illustrate one possible case. In figure 7.21a, spherical
regions of high stored energy (dark shaded) are present in the deformed microstructure.
These might for example, correspond to the highly deformed regions associated with
large second-phase particles (§2.9.4). If recrystallization nucleates predominantly in or
close to these regions then growth will be initially rapid, but will decrease when these
regions of high stored energy are consumed (fig. 7.21b). In this case the heterogeneity is
local and if the stored energy within these regions can be calculated, the growth rate and
hence the recrystallization kinetics may be modelled analytically (Furu et al. 1990)
on the basis of equation 7.34. Vandermeer and Juul Jensen (2001) interpreted the two-
stage growth kinetics observed during recrystallization of an aluminium alloy in
which nucleation occurred at large second-phase particles (see §9.3) in terms of such a
model.

However, if few nuclei are formed, for example after low strains (fig. 7.21c), then
growing grains will experience a driving force which is an average of the high and low
energy regions and which will not vary during the recrystallization.
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Fig. 7.21. The effect of local variations of stored energy on recrystallization. (a) If
nucleation (white areas) occurs in regions of high stored energy (dark areas) then the
growth rate diminishes as recrystallization proceeds, (b) after the regions of high stored
energy are consumed, (c) if recrystallization nucleation is on a coarser scale than the
distribution of stored energy then the growing grains sample an average stored energy

which remains approximately constant as recrystallization proceeds.

(@) (b)

Fig. 7.22. A variation of stored energy from grain to grain as shown in (a), where
regions of higher stored energy are shaded darker, results in inhomogeneous grain
growth during recrystallization as shown in (b).

In figure 7.22, we illustrate a situation in which the deformed grains have different
microstructures and stored energies. In this case the heterogeneity is on a much
coarser scale than the example of figure 7.21. Even if nucleation is relatively uniform,
growth will occur most rapidly in the grains of highest stored energy, leading to the
type of microstructures shown in figure 7.22b. In this case not only will the growth
rate decrease during recrystallization as the higher stored energy regions are
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consumed, but growth of the grains will be restricted by impingement with their
neighbours within the original grains.

Although analytical modelling cannot easily deal with the kinetics of inhomogeneous
recrystallization, computer simulations of the type discussed in chapter 16 may be
used to address the problem (Rollett et al. 1989a, Furu et al. 1990). As may be seen
from the simulations of figure 16.13, inhomogeneous distribution of nuclei leads not
only to low values of the JMAK slope, in agreement with many experi-
mental measurements, but also to a decrease of the JIMAK slope as recrystallization
proceeds.

Thus we conclude that the deviation of recrystallization kinetics from the ideal linear
JMAK plots and the low values of the exponent which are found in many experimental
investigations, are in most cases directly attributable to the inhomogeneity of the
microstructure. This leads to non-random distribution of nucleation sites and stored energy
and to a growth rate which decreases with time.

7.5 THE RECRYSTALLIZED MICROSTRUCTURE

7.5.1 The grain orientations

In general the recrystallized grains are not randomly oriented, but have a preferred
orientation or texture. The origin of recrystallization textures is discussed in detail in
chapter 12, and some examples of texture control in industrial practice are given in
chapter 15.

7.5.2 The grain size

The magnitude of the final grain size can be rationalised in terms of the effects of the
various parameters on the nucleation and growth processes. Any factor such as a high
strain or a small initial grain size, which favours a large number of nuclei or a rapid
nucleation rate, will lead to a small final grain size as illustrated for w-brass in figure
7.23, where it may be seen that the annealing temperature has little effect on the final
grain size. However if a change of annealing temperature or heating rate alters the
balance between nucleation and growth, which is most likely in two-phase alloys
(§7.2.6), then the final grain size will be affected accordingly.

The grain size may not be constant throughout a specimen. Just as the different texture
components within a specimen recrystallize at different rates (§7.4), so the final grain
size and shape within each texture component may be different as seen in figures 7.15,
7.16 and 7.25.

The spectrum of grain sizes as measured on a plane section is usually found to be
close to a log normal distribution as shown in figure 7.24, and a similar grain
size distribution has been reported for partly recrystallized material (Marthinsen et al.
1989).
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Fig. 7.23. The effect of tensile strain on the final grain size in a-brass recrystallized at
various temperatures, (Eastwood et al. 1935).
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Fig. 7.24. The experimentally measured grain size distribution following the
recrystallization of an Al-0.3%Fe alloy, (Saetre et al. 1986a).

7.5.3 The grain shape

If grains are uniformly distributed and growth is isotropic then the recrystallized
structure consists of equiaxed polyhedra (§4.5). Although in many cases the
recrystallized grains are approximately equiaxed, there are some instances where
anisotropic growth leads to plate-shaped grains as may be seen in figures 7.15 and 7.25.
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Fig. 7.25. SEM channelling contrast image of recrystallized high purity aluminium,
showing the effect of anisotropic grain growth during recrystallization,
(Hjelen et al. 1991).

This type of growth anisotropy is often crystallographic, and a particularly important
case is for grains of fcc metals oriented by ~40° about a <111 > axis to the deformed
matrix. In this situation, which is discussed in more detail in §5.3.2 and §12.3.2, the sides
of a growing grain which form tilt boundaries to the deformed grain grow much faster
than the other faces, resulting in plate-shaped grains such as that shown in figure 5.14.
However, because such preferential growth is restricted to only tilt boundaries of very
specific orientation relationships, it may not have a significant influence on the
microstructure of recrystallized polycrystals.

In industrial, particle-containing alloys, anisotropic distribution of the particles, often
along planes parallel to the rolling plane may reduce the growth rate perpendicular to
the rolling plane as discussed in §4.6.2.3, resulting in pancake grains after recrystalliza-
tion as shown in figure 4.28.

7.6 THE NUCLEATION OF RECRYSTALLIZATION

There has been a considerable research effort aimed at trying to understand the
processes by which recrystallization originates. The importance of recrystallization
nucleation is that it is a critical factor in determining both the size and orientation of the
resulting grains. In order to control recrystallization effectively, it is necessary to
understand the mechanisms of nucleation and the parameters which control it.

7.6.1 Classical nucleation

The possibility that the classical nucleation theory developed for phase transformations
might be applicable to recrystallization was considered by Burke and Turnbull (1952).
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In this situation, nucleation would be accomplished by random atomic fluctuations
leading to the formation of a small crystallite with a high angle grain boundary. Such a
nucleus would be stable if the difference in energy between the local deformed state and
the recrystallized state were larger than the energy of the high energy interface produced
in forming the nucleus. Although this theory appears to account for some aspects of
recrystallization, such as the incubation period and preferential nucleation at regions of
high local strain, it can be discounted because:

e The driving force is low. In comparison with phase transformations, the energy which
drives the recrystallization process is very small (§2.2.1).

e The interfacial energy is large. The energy of a high angle grain boundary, which is
an essential factor in the recrystallization process, is very large (§4.4.3).

Calculations based on nucleation theory (see e.g. Christian 2002) indicate that the radius
of the critical nucleus (greater than 0.1 pm), is so large that the rate of nucleation will be
negligible, and that this is therefore not a viable mechanism for the origin of
recrystallization.

It is now accepted that the ‘nuclei’ from which recrystallization originates are therefore not

nuclei in the strict thermodynamic sense, but small volumes which pre-exist in the deformed
microstructure.

7.6.2 Strain induced grain boundary migration (SIBM)

This mechanism, an example of which is seen in figure 7.26 was first reported by Beck
and Sperry (1950) and has been observed in a wide variety of metals. SIBM involves the
bulging of part of a pre-existing grain boundary, leaving a region behind the migrating
boundary with a lower dislocation content as shown schematically in figure 7.27. A
characteristic feature of this mechanism is that the new grains have similar orientations

l % 2 100 pm

Fig. 7.26. An optical micrograph showing strain-induced grain boundary migration in
aluminium, (Bellier and Doherty 1977).
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Fig. 7.27. (a) SIBM of a boundary separating a grain of low stored energy (E;) from

one of higher energy (E»), (b) dragging of the dislocation structure behind the migrating

boundary, (c) the migrating boundary is free from the dislocation structure, (d) SIBM
originating at a single large subgrain.

to the old grains from which they have grown. This mechanism is particularly
important after low strains, and Beck and Sperry found that at reductions >40% in
pure aluminium the mechanism was apparently replaced by one in which grains of
orientations different from either of the matrix grains were formed (see §7.6.4). In the
early work, the similarity or otherwise of the new and old grain orientations was
inferred from the contrast produced by etching, which may not be reliable. However,
Bellier and Doherty (1977) were able to determine the grain orientations and, in rolled
aluminium, confirmed that SIBM was the dominant recrystallization mechanism for
reductions of less than 20%. Because of the orientation relationship between the new
and old grains, operation of this mechanism is expected to result in a recrystallization
texture which is closely related to the deformation texture. More recent research has
shown that SIBM is also very important during recrystallization after high temperature
deformation of aluminium and steels, when the deformation microstructures are more
homogeneous than after lower temperature deformation (e.g. Theyssier and Driver
1999, Hutchinson et al. 1999b). The strengthening of the {100} <001> cube texture
during the recrystallization of aluminium alloys after high temperature deformation,
which is of great industrial significance and which is discussed in (§12.4.1), is known to
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be due to SIBM at the boundaries of cube-oriented regions in the deformed
microstructure (e.g. Vatne and Nes 1994, Vatne et al. 1996a, 1996d).

7.6.2.1 Multiple subgrain SIBM

The driving force for SIBM is usually presumed to arise from a difference in dislocation
content on opposite sides of the grain boundary. This could result directly from the
deformation process, because it is known that the dislocation storage rate may be
dependent on grain orientation (§2.2.3.3) and may also be different in the boundary
regions.

The kinetics of the process were first analysed by Bailey and Hirsch (1962). In figure
7.27a, if the deformed grains have stored energies of E; and E, and E; < E,, then the
driving force is provided by the energy difference AE = E, — E;. If the bulging boundary
is a spherical cap of radius R, with a specific boundary energy 4, the interfacial energy
of the bulging region of the boundary is given by

Ep = 47R%*p, (7.36)
and

dEp

—— = 8nR .

R = STR% (7.37)

In the early stages of bulging, the energy difference per unit volume across the boundary
is AE and

dE
—— = 47R’AE .
R4 (7.38)

For the bulge to grow dE/dR > dEg/dR and hence

2y
AE

R > (7.39)

This reaches a critical value when the boundary bulge becomes hemispherical, when
R=R. =L, and

2
Reit > ALE (7.40)

On its concave side, the bulging boundary is joined to the lower grain by an array of
dislocations or low angle boundaries, and it is not at all clear whether at the critical
stage (equation 7.40), the boundary can still be considered as separating regions of high
stored energy (E; and E,) as shown in figure 7.27b, or whether it separates E, and
perfect crystal (fig. 7.27c), in which case AE in equation 7.40 is now given by E,. If this
is the case, then the critical condition is likely to arise before the hemispherical
configuration is reached. There is surprisingly little experimental evidence to resolve this
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Fig. 7.28. TEM micrograph of SIBM in copper deformed 14% in tension and
annealed 5 min at 234°C, (Bailey and Hirsch 1962).

point. Optical micrographs of Fe—Si (Dunn and Walter 1959) show some substructure in
the bulged region, and the transmission electron micrographs of Bailey and Hirsch
(1962) of copper, one of which is shown in figure 7.28, also show that the dislocation
density of the bulge, although lower than that of the parent grain, is significant, in
agreement with figure 7.27b. Simulations of SIBM using the vertex models
described in §16.2.4 show some such dragging of low angle boundaries behind the
migrating boundary, which is consistent with the results of Bailey and Hirsch
(Humphreys 1992b).

Bate and Hutchinson (1997) have shown that if SIBM proceeds as shown in figure
7.27b, as the bulge develops, the dislocation or boundary length attached to the bulging
boundary remains constant, whilst the boundary area is increased, and therefore the
restraining pressure due to the substructure acting on the concave side of the boundary
is reduced. They define the (constant) pressure on the convex side of the bulge as P, and
that on the opposite side as P.f, a fraction f of P. The critical length for bulging is then
found to be

2y,

Rcri -
TPV =T

(7.41)

compared to the Bailey and Hirsch value of equation 7.40, which can be written as

2y
R rit =
TP —1)

(7.42)
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The implication of this analysis is that the critical bulge size is significantly reduced if
the stored energy is large and AE is small (f—1). As f increases, the difference between
R, as given by equations 7.41 and 7.42 decreases.

7.6.2.2 Single subgrain SIBM

If SIBM occurs in a material with a well recovered subgrain structure, such as a low-
solute aluminium alloy, it may originate at a single large subgrain as shown in figure
7.27d. In this situation there is no substructure drag, and equating the size of the critical
bulge with the large subgrain, the critical subgrain radius is given by

2y

Reit = T (743)

and taking P, the stored energy of an array of subgrains of radius R; and boundary
energy y; as 3y /2r; (equation 2.7), we obtain, for growth of a bulge into grain 2, (c.f.
Faivre and Doherty 1979)

4y, Ry

Rcri =
' 3y

(7.44)

where R, and y, are the size and boundary energy of the subgrains in the upper grain 2.

For single-subgrain SIBM, there is no requirement for a stored energy difference in the
two grains, merely that there is a subgrain of the critical size adjacent to the grain
boundary. However, the critical subgrain size for SIBM decreases if there is a stored
energy difference across the boundary. The viability of single subgrain SIBM is
therefore dependent on the sizes, size distributions and boundary energies (or
misorientation) of the subgrains in the two grains. In figure 7.29, we show the critical

Fig. 7.29. The critical size for a large subgrain in grain 1 to undergo SIBM, as a
function of the mean subgrain misorientation in grain 2 and the relative sizes of the
subgrains in the two grains, (Humphreys 1999a).



256 Recrystallization

subgrain size for SIBM as a function of the subgrain sizes of the two grains and the
mean subgrain misorientation in grain 2 (Humphreys 1999a).

For the case when the subgrain structures have the same mean size (R;/R,=1) it can be
seen that when the mean misorientation is larger than ~2° there is a reasonable
probability of there being sufficiently large subgrains (R larger than ~2.5 times the
mean subgrain size) on either or both sides of the high angle boundary to act as ‘nuclei’
for recrystallization. An energy difference across the boundary will of course make
SIBM more viable and it can be seen from figure 7.29 that if 6, were 1° and R; = 1.6R,
then a subgrain in grain 1 of size 2.5R; (i.e. 1.6R;) would be capable of inducing SIBM.

The single subgrains large enough to induce SIBM can form during deformation (e.g.
Humphreys and Hurley 2001). However, they might also arise from preferential
recovery in the vicinity of a grain boundary, and Doherty and Cahn (1972) and Jones et
al. (1979) have discussed how recovery by subgrain coalescence in the vicinity of a high
angle boundary (§6.5.4) could initiate SIBM.

7.6.2.3 Multiple or single subgrain SIBM?

Multiple subgrain SIBM can occur under most conditions, because the critical nucleus
size as given by equation 7.41 adjusts according to the conditions. However, if the stored
energy difference (AE) between the grains becomes small, R, becomes improbably
large. An important parameter is therefore the distance along the boundary over which
any particular value of f is maintained. The maximum distance is the grain size, but it
will usually be smaller. If we take 20 pm as a reasonable limit, then the conditions of f
and 6, over which multiple subgrain SIBM can occur are as shown in figure 7.30.

The critical subgrain size for single subgrain SIBM is given by equation 7.44 and figure
7.29. The chances of there being a suitably large subgrain depend on the subgrain size
distribution, and typically, subgrains up to around 3-4 times the mean are found. If we

Single subgrain SIBM
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Fig. 7.30. The conditions for SIBM from single or multiple subgrains as a function of

the fractional difference (f) in stored energy of the two grains. In the upper region, both

mechanisms can occur, but single subgrain SIBM is usually more rapid: (a) single phase
alloy, (b) particle-containing alloy where Pz =0.5Pp.
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Fig. 7.31.  EBSD map showing SIBM in Al-0.1 wt%Mg, cold rolled 20% and annealed
at 300°C. The colours depend on orientation, HAGBs are black and LAGBs are grey.
No substructure is apparent in the recrystallized grain, (Courtesy of P.J. Hurley).
(See colour plate section.)

take 4R, as the maximum available size, then SIBM can occur if 6, > 1° when R; =R,
(fig. 7.29). If we assume that changes in f are due to subgrain size differences alone, then
the condition for single subgrain SIBM is as shown in figure 7.30a.

Calculations show that if both processes are viable, single subgrain SIBM is more rapid
when the bulge sizes are close to critical, because of the lack of restraining pressure.
Therefore we expect from figure 7.30a that single grain SIBM will dominate for
substructures with misorientations larger than ~1°, and when the grains have similar
stored energies. Investigations of SIBM in aluminium cold rolled ~20% (Humphreys
and Hurley 2001) are consistent with single subgrain SIBM as there is no detectable
substructure within the bulge as is shown in the EBSD map of figure 7.31. Multiple
SIBM is to be expected for lower subgrain misorientations, and in materials in which
poorly defined dislocation cells are formed, which is consistent with the earlier work of
Bailey and Hirsch on copper. The presence of a dispersion of second-phase particles
reduces the driving pressure and favours multiple subgrain SIBM, as shown in figure
7.30b and discussed in §9.4.1.

Despite the undoubted importance of SIBM in recrystallization, much additional work is
required to clarify the details of the mechanism and the conditions under which it occurs.

7.6.3 The preformed nucleus model

In the process of strain induced grain boundary migration discussed above, the high
angle grain boundary which is a prerequisite for recrystallization, was already in
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existence. However, in many cases, recrystallization originates in a region of the
material where there is no such boundary, and we need to consider how a nucleus may
be formed in such circumstances.

The possibility that recrystallization might originate at crystallites present in the
deformed material was first postulated by Burgers (1941). In his block hypothesis, the
nuclei could be either crystallites which were highly strained, or ones which were
relatively strain free. It is now established beyond reasonable doubt that recrystalliza-
tion originates from dislocation cells or subgrains which are present after deformation.
Although there are still uncertainties about how these pre-existing subgrains become
nuclei, several points are now clear.

(i) The orientation of the nucleus is present in the deformed structure. There is no
evidence that new orientations are formed during or after nucleation, except by
twinning (§7.7). Although there are instances where the orientations of new grains
appear to lie outside the spread of the deformation texture (Huang et al. 2000c), the
most likely explanation for such observations is that the recrystallization has
originated from very small regions which were not detected during texture analysis of
the deformed material.

(if) Nucleation occurs by the growth of subgrains by the mechanisms discussed in
§6.5.3. All direct in-situ TEM annealing observations of recrystallization nucleation (Ray
et al. 1975, Humphreys 1977, Bay and Hansen 1979) have shown the mechanism to be
one low angle boundary migration, and there is no evidence that subgrain coalescence has
a significant role. The in-situ HVEM experiments have shown that recovery in the
vicinity of the nucleus is significantly faster than in the remainder of the material.

(iii) In order for a high angle grain boundary to be produced by this rapid recovery,
there must be an orientation gradient present. This is shown schematically in figure 7.32
which shows two 1-dimensional subgrain structures with similar misorientations
between the individual subgrains. Recovery by subgrain growth of the structure shown
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Fig. 7.32. The effect of an orientation gradient on the recovery of a 1-D
microstructure. The numbers represent the orientation of the subgrains with respect to
the left edge of the microstructure: (a) there is no overall orientation gradient, (b) on

annealing, no high angle boundary is formed, (c) there is an orientation gradient,
(d) recovery leads to the formation of higher angle grain boundaries.
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in 7.32a produces large subgrains but no high angle boundary (fig. 7.32b), whereas the
same amount of recovery in the presence of an orientation gradient (fig. 7.32c¢) results in
the formation of higher angle grain boundaries (fig. 7.32d). This important point was
first clearly stated by Dillamore et al. (1972). It should be noted that any region with a
large orientation gradient will always have a high stored energy because of the
geometrically necessary dislocations or low angle grain boundaries, which are needed to
accommodate the misorientation. As discussed in §6.5.3.4, theory predicts that recovery
will be most rapid in regions of large orientation gradient.

Nucleation of recrystallization in such a situation can therefore be considered as no more
than discontinuous subgrain growth at sites of high strain energy and orientation gradient.

The site of the nucleus is very important in determining its viability, and it is found that
the general mechanism discussed above can occur at a variety of sites.

7.6.4 Nucleation sites

Recrystallization will originate at inhomogeneities in the deformed microstructure.
These may be associated with pre-existing microstructural features such as second-
phase particles (§2.9.4) or grain boundaries, or may be inhomogeneities induced
by the deformation, as discussed in chapter 2. As the orientation of a recrystallized
grain will depend upon the recrystallization site, the types of site which operate
may have a strong effect on the recrystallization texture as discussed in chapter 12.

7.6.4.1 Grain boundaries

Nucleation in the vicinity of prior grain boundaries, of new grains of orientations
which are not close to those of the parent grains, has been frequently reported (e.g.
Beck and Sperry 1950), and is more frequent at larger strains. Some evidence of the
operation of such a mechanism has been obtained by Hutchinson (1989) in iron
bicrystals in which the new grains were misoriented by 30° from the parent grains,
and in aluminium bicrystals (Driver et al. 2000). Little is known about this type of
recrystallization or about the orientations of the resulting grains. However, it is
known that grain boundaries give rise to inhomogeneity of slip (Ashby 1970, Leffers
1981), and that different combinations of slip systems may operate near grain
boundaries (§3.7.1), thereby giving rise to local misorientations in a manner which is
probably similar in principle to that which occurs near large second-phase particles
(§2.9.4). It is therefore likely that recrystallization originates in the regions of large
orientation gradient which will be present near some grain boundaries or triple
junctions. Whether or not there is a real distinction between this mechanism and that
of SIBM has not been clearly established.

7.6.4.2 Transition bands

A transition band separates parts of a grain which have split during deformation into
regions of different orientation (§2.7.3). A transition band is therefore a region of large
orientation gradient which is an ideal site for recrystallization. Recrystallization at
transition bands was first reported in iron by Hu (1963) and Walter and Koch (1963).
The crystallographic orientations developed in transition bands are a direct consequence
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Fig. 7.33.  Optical micrograph showing recrystallization at transition bands in a
silicon—iron crystal, (Hu 1963).

of the slip processes and the strain path and therefore the recrystallized grains tend to
have preferred orientations. Because of its importance in determining the recrystalliza-
tion texture of metals (chapter 12) there have been many extensive studies of this
mechanism including those of Bellier and Doherty (1977) and Hjelen et al. (1991) on
aluminium, Inokuti and Doherty (1978) on iron and Ridha and Hutchinson (1982) on
copper. An early example of nucleation at a transition band in iron, from the classic
work of Hu is shown in figure 7.33.

An example of recrystallization in a transition band in a cube-oriented crystal of
aluminium, deformed at high temperature, from the work of Huang et al. (2000b) is
shown in the EBSD map of figure 7.34. The crystal has deformed inhomogeneously as
shown in figure 7.34a and the regions within 15° of the original cube orientation are
shaded dark. There is a large orientation gradient across the band (figure 7.34b), and on
annealing, subgrain growth in this region is rapid (see §6.5.3.6 and figure 6.22), resulting
in the accumulation of a large misorientation, so that a high angle boundary is produced
after a small amount of growth, and recrystallization is then initiated.

7.6.4.1 Shear bands

Shear bands in rolled metals are thin regions of highly strained material typically
oriented at ~35° to the rolling plane. They are a result of strain heterogeneity due to
instability during rolling and their formation is strongly dependent on the deformation
conditions as well as the composition, texture and microstructure of the material (§2.8).
Nucleation of recrystallization at shear bands has been observed in many metals
including copper and its alloys (Adcock 1922, Duggan et al. 1978a, Ridha and
Hutchinson 1982, Haratani et al. 1984, Paul et al. 2002), aluminium (Hjelen et al. 1991)
and steels (Ushioda et al. 1981). An early micrograph showing profuse nucleation at
shear bands in copper is shown in figure 7.35.

Details of the mechanism of nucleation at shear bands are not known, and the
orientations of the grains so formed appear to be very case dependent (Nes and
Hutchinson 1989). For example in a-brass (Duggan et al. 1978a) the orientations of the
grains were widely scattered, but in aluminium (Hjelen et al. 1991), the grains were of
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Fig. 7.34.  EBSD of a hot-deformed and annealed aluminium crystal of cube
orientation, showing recrystallization originating in a band of large orientation
gradient: (a) map in which the regions close to the cube orientation are shaded dark.
High angle boundaries are black and low angle boundaries are white, (b) the change in
misorientation along the marked line A-B-C, (Huang et al. 2000b).

orientations close to the S {123} <634 > texture component. The orientations of the
grains formed in shear bands, and their influence on the recrystallization texture are
further discussed in §12.2.1.2.

7.7 ANNEALING TWINS

7.7.1 Introduction

During the recrystallization of certain materials, particularly the face centred cubic
metals of intermediate or low stacking fault energy such as copper and its alloys and
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Fig. 7.35. Optical micrograph showing recrystallization occurring at shear bands in
copper, (Adcock 1922).

Fig. 7.36. Annealing twins in annealed 70:30 brass. Some coherent (CT) and
incoherent (IT) twin boundaries are marked, (courtesy of M. Ferry).

austenitic stainless steels, annealing twins are formed as seen in figure 7.2. Such
twins are also found in many intermetallic compounds, ceramics and minerals. These
twins take the form of parallel sided lamellaec as shown in figure 7.36. In fcc metals
the lamellae are bounded by {111} planes or coherent twin boundaries (CT) and at
their ends or at steps, by incoherent twin boundaries (IT) as shown in figure 7.36. The
nature of these boundaries is discussed in more detail in §4.4. Twins may form
during recovery, primary recrystallization or during grain growth following
recrystallization, and their formation during the recrystallization of copper may be
seen in the in-situ annealing sequence of figure 7.2. It should be noted that twin
formation does not only occur during annealing, but may also occur during solid
state phase transformations (Basson et al. 2000) or during solidification (Han et al.
2001), and of course during plastic deformation, although these types of twinning
will not be considered further.
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There has been recent interest in improving the properties of alloys by controlling the
grain boundary character (Grain Boundary Engineering), and maximising the number of
low ¥ boundaries such as X3 twins through thermomechanical processing, and this is
further discussed in §11.3.2.3.

7.7.2 Mechanisms of twin formation

Although twins have been extensively studied, the atomistic mechanism of their
formation remains unclear. The growth of twins may take place in two configurations as
shown in figure 7.37. In figure 7.37a the growth direction is perpendicular to the
coherent twin boundary and in figure 7.37b it is parallel.

7.7.2.1 Twinning by growth faulting

Gleiter (1969c, 1980) proposed that twinning occurred by the movement of ledges on the
coherent twin boundary. As the twin propagates by addition of the close packed planes
in a sequence such as ABCABC, the start or finish of the twin lamella requires only the
nucleation and propagation of a ledge with a low energy growth fault such as to change
the sequence e.g.

ABCABC|BACBACBA|BCABC.

Whilst this mechanism is capable of explaining twins propagating as shown in figure
7.37a, it is not consistent with the configuration of figure 7.37b.

7.7.2.2 Twinning by boundary dissociation
Goodhew (1979) found evidence for twin formation by boundary dissociation in gold.
He identified the following dissociations:

39— X3+ 33
211 — X3+ %33
¥33 — ¥3+ X11
399 — ¥3+ X33

cT_ \¢B

CT GB ot

GB

(@) (b)

Fig. 7.37. Possible orientations of twins during recrystallization: (a) the coherent twin
(CT) boundary lies parallel to the recrystallization front, (b) the CT boundary is
perpendicular to the recrystallization front, (after Goodhew 1979).
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) 11
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Fig. 7.38. Possible mechanism for the dissociation of a £11 boundary. During tilt
boundary migration (a), one of the tilt boundaries dissociates (b), leaving a twin
behind. The remaining 211 twist boundary is then eliminated (c), and the incoherent
twin boundary (IT) then migrates to remove the remaining X11 boundary (d),
(Goodhew 1979).

In all these cases a decrease in energy results (Hasson and Goux 1971), and a possible
mechanism for this is shown schematically in figure 7.38.

It has been suggested that this type of boundary dissociation could occur by the

emission of grain boundary dislocations, and variants of this type of mechanism have
been suggested by Meyers and Murr (1978) and Grovenor et al. (1980).

7.7.3 Twin formation during recovery

Huber and Hatherly (1979, 1980) reported the formation of recovery twins in shear
bands, during the annealing of deformed 70:30 brass at ~250°C, some 30°C below the
recrystallization temperature. They were ~250 nm long and ~2-10 nm wide. Only one
set of twins developed in a particular region, and these were always associated with local
orientations of the form {110} <112>. The twins increased in number and width as
annealing continued and there was a gradual loss of dislocations from the regions where
they occurred (fig. 7.39). This loss appeared to correspond to the beginning of
recrystallization, but it is significant that there was no clearly defined boundary around
the developing nucleus.

7.7.4 Twin formation during recrystallization

7.7.4.1 The role of twinning

As twinning produces new orientations that were not present in the deformed
microstructure, twinning may play an important part in the development of annealing
textures (§12.3.5). An extensive research programme by Haasen and colleagues at
Gottingen (e.g. Berger et al. 1988) has shown that multiple twinning in the early stages
of recrystallization may be important in determining grain orientations in copper alloys.
Their conclusion, based on in-situ high voltage electron microscopy annealing
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Fig. 7.39. Recovery twins in 85:15 «a-brass, deformed in torsion and annealed at
240°C, (Huber and Hatherly 1979).

experiments (Berger et al. 1983) that twinning plays an important role in the
recrystallization of aluminium is controversial. Twins are rarely observed in bulk
samples of aluminium and it is likely that twin formation in this material is influenced
by the free surfaces as discussed in §7.7.4.3.

7.7.4.2 Twin selection principles

If multiple twinning were to occur in a random manner then a random texture would
result (§12.3.5). However, the recrystallization texture of heavily deformed copper (fig.
12.1) is a very strong cube texture with little contribution from twins. It is known (e.g.
Hatherly et al. 1984) that only a few of the possible twin variants are formed, and
therefore twinning during recrystallization cannot occur randomly and some selection
principles must apply. Wilbrandt (1988) has reviewed these in detail and concluded that
no single principle is capable of explaining all experimental observations. However, the
following three factors have been shown to be important.

e Boundary energy

There is a large body of evidence which suggests that the lowering of grain boundary
energy is a very important factor in determining the twin event and provides stability of
the grain against further twinning. The work of Goodhew (1979) discussed above, and
of the Gottingen group (Berger et al. 1988) has provided good evidence in support of
this principle.

e Grain boundary mobility

The possibility that twinning occurs in a manner such as to provide a more mobile
boundary has also been considered. For example during dynamic recrystallization of
copper and silver single crystals (Gottstein et al. 1976, Gottstein 1984) (see §13.3.6), it
was found that multiple twinning occurred until a fast growing grain orientation was
formed. If this were the overriding factor however, we might expect twin chains to result
in progressively more mobile boundaries, whereas it is known that twinning sometimes
results in very immobile boundaries (Berger et al. 1988).
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e The role of the dislocation arrangement

Evidence that twinning is affected by the dislocation structure has been presented by
Form et al. (1980) who found that the twin density increased with the dislocation
density. Rae et al. (1981) and Rae and Smith (1981) found that both dislocation
structure and the grain boundary orientation were important in determining the ease of
twinning.

7.7.4.3 Twinning and interfaces

In-situ annealing experiments on aluminium in the SEM (Humphreys and Ferry 1996),
and comparison with the bulk microstructures, have shown that twin formation during
recrystallization is much more prolific at a free surface than in the sample interior. It
was also found that in two-phase aluminium alloys, twins were frequently associated
with large second-phase particles. Although the reasons for this are not entirely clear, it
is likely that the presence of a high energy surface or interface plays a significant role, as
it does in twin formation during grain growth as discussed below. Significant numbers
of twins may also be formed during the recrystallization of aluminium alloys containing
dispersions of small second-phase particles (Higginson et al. 1995, Lillywhite et al.
2000), although the reasons are not clear.

7.7.5 Twin formation during grain growth

The early work on twin formation was mainly concerned with their formation during
grain growth (Burke 1950, Fullman and Fisher 1951). The postulated mechanism of
twinning, which is based on an energy criterion is shown in figure 7.40.

In figure 7.40a, grain growth is occurring such that the triple point between grains A, B
and C is moving vertically. As growth proceeds, it is assumed that a growth fault may
occur at some point leading to the formation of a grain (T) which is twinned with
respect to grain A. If the relative orientations of the grains are such that the energy of
the boundary AT is lower than that of AC then, because the energy of the coherent twin
boundary AT is very low (table 4.2), there may be a reduction in total boundary energy

E
B
B
AlC AlcC
D D
(a) (b) (©

Fig. 7.40. Mechanism for twin formation during grain growth following
recrystallization.
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despite the extra boundary area created, and therefore the twin configuration will be
stable and grow. This condition, in two dimensions, is:

Yat Li3+Y1c Las + Y18 Li2 < Yac L2z +VaB Li2 (7.45)

where y;; is the energy of the boundary between grains i and j and L,y is the distance
between points x and y.

The growth will be terminated if the triple point ABC reacts with another triple point
such as BCE, resulting in a grain configuration with a less favourable energy balance
(fig. 7.40c). On such a model, the number of twin lamellae should be proportional to the
number of triple point interactions, and evidence for this was found by Hu and Smith
(1956). The actual atomistic mechanism of twin formation during grain growth is
likely to be similar to the mechanisms discussed above for twin formation during
recrystallization.
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Chapter 8

RECRYSTALLIZATION OF
ORDERED MATERIALS

8.1 INTRODUCTION

There is significant interest in the use of ordered intermetallic compounds as high
temperature structural materials. However, use of these materials is frequently limited
by their poor toughness. Thermomechanical processing may be used not only to form
the materials, but also to break-up the cast structure, reduce inhomogeneity, refine the
grain size and optimise microstructure and texture (Morris and Morris-Munoz 2000).
For superplastic applications (Nieh and Wadsworth 1997), control of grain size during
processing and service is critical, and in some cases, control of grain shape and
recrystallized state may also be important (e.g. McKamey and Pierce 1992, Zhang et al.
2000).

Few of the potentially useful intermetallics can be extensively deformed at room
temperature, and there is most interest in hot deformation and either static or dynamic
recrystallization. In this chapter we make some comparisons of deformation, recovery,
recrystallization and grain growth in ordered alloys with the behaviour of conventional
metals. Although there has been extensive research into thermomechanical processing
of ordered materials, much of the work is on complex multi-phase materials such as
the TiAl-based alloys (e.g. Yamaguchi 1999) in which the main interest is in optimising
the phase distributions, and we will not consider these materials. Even for the simpler
single-phase intermetallics, there are many unanswered questions regarding the
annealing behaviour, as discussed in the review by Baker (2000).

269
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8.2 ORDERED STRUCTURES

8.2.1 Nature and stability

The two ordered structures (or superlattices) which have been most extensively studied
with respect to the annealing behaviour are the L1, structure associated with A;B alloys
such as CuzAu, Niz3Al, NisFe etc., and the B2 structure typical of AB compounds such
as CuZn, FeCo, NiAl etc. The L1, structure is face centred cubic with the A atoms
located on the face centred sites (1/2,1/2,0 etc.) while the B2 structure is body centred
cubic with the B atoms at the body centred site (1/2, 1/2, 1/2). The B2 structure is subject
to a further significant ordering process in which a DOj structure is produced. The unit
cell consists of eight B2 unit cells arranged as a 2 x 2 x 2 cube with alternate cells having
A and B atoms at the cell centre. Examples of this structure include the important
materials based on Fe;Al

In some materials the ordered structure is absent above a critical ordering temperature
(T.), but in others the ordered state is stable up to the melting point. In many respects
materials of the latter type, which are called permanently ordered materials, are closely
related to chemical compounds. Details of T, for a number of significant materials are
given in table 8.1.

In materials that are capable of being disordered, the retention of ordering during
heating, or its development during cooling, is measured by the ordering parameter (S).
S takes values between 1, corresponding to perfect ordering and 0, corresponding to
the fully disordered state. However, the extent of ordering below T, does not follow the
same pattern in all materials. In some cases, e.g. FeCo, S decreases slowly as the alloy is
heated, and the disordered state can be retained at room temperature by quenching. In
other cases, e.g. CusAu, the disordered state cannot be retained on quenching and there
is an abrupt change to high values of S at temperatures just below T.. The two types of
behaviour are shown in figure 8.1.

In materials that can be disordered, the structure below T, is characterised by volumes
called domains, where there is a high degree of order. In a fully ordered material,
neighbouring domains, in which the A and B atoms have different positions, are
separated by a surface called an antiphase boundary (APB) and it is found in practice
that such boundaries follow simple crystallographic planes in the parent lattice. APBs
are of critical importance to the deformation and annealing behaviour of ordered
materials, because they occur not only from the impingement, during ordering, of

Table 8.1
Ordering temperature (T,.) of some ordered alloys.
Material T. (°O) Material T. °O)
CuszAu 390 Fes;Al ~540
NizFe 500 (CosgFexn); V 910
CuZn 454 Ni;Al 1638 (M.Pt.)
FeCo ~725
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Fig. 8.1. Order parameter, S, as a function of temperature for, (a) FeCo, (after Stoloff
and Davies, 1964); (b) CusAu, (after Hutchinson et al. 1973).

growing domains but also from the passage of dislocations (see below). In partly
disordered materials the domains are separated from each other by disordered regions.

8.2.2 Deformation of ordered materials

A perfect dislocation in the disordered lattice is merely a partial dislocation in the
ordered structure and its movement in the superlattice leaves behind a plane that is an
APB. In B2 structures for example, the expected dislocation has a Burgers vector of
a/2<111> and its passage leads to the creation of an APB. In order to avoid the energy
increase associated with the production of such a boundary, the moving dislocations in
an ordered structure are coupled in pairs (super-dislocations) so that the second
dislocation restores the ordered state. These two dislocations are linked by a small area
of antiphase boundary.

The details of the slip processes in ordered B2 alloys have been discussed by Baker and
Munroe (1990, 1997). The commonly observed dislocations have Burgers vectors
corresponding to <100>, <110> and <111> but only the first and last of these are
found at low temperatures. In many alloys (e.g. CuZn), there is a change from <111 >
slip to <100 > slip at temperatures near 0.4-0.5 Tm. However, in others (e.g. FeAl), the
temperature at which the transition to <100> slip occurs is also governed by the
composition. There is at present, no clear explanation for the change from <111> to
< 100> slip in these materials. For <111> dislocations in B2 superlattices, the slip
planes are {011}, {112} and {123} but whether or not the coupled <111> partials can
cross slip, depends on the energy of the APB that links them. For large APB energies the
partials are close together and recombination and cross slip are easy. If the energy is
very low, cross slip of the individual partials becomes possible. For intermediate values
cross slip is more difficult and pile ups are to be expected.

A detailed study of the dislocations present in the L1, alloy Alg;TirgFeg deformed in
compression, has been made by Lerf and Morris (1991). At room temperature,
undissociated < 110> dislocations move through the lattice, but <100> dislocations
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remain pinned. At 500°C, many dislocations dissociate into pairs of a/2 < 110> partials,
thereby constituting mobile super-dislocations on {111} planes. At 700°C, the super-
dislocations are distributed evenly between the {001} and {I111} planes. Cross slip
between octahedral planes is increasingly prevalent at temperatures > 500°C.

The very limited low temperature ductility of many materials which remain ordered up
to the melting point, is attributable in part to the retention of order and hence to the
difficulty of dislocation movement, and also to grain boundary embrittlement in some
intermetallics. However, some ordered alloys, such as boron-doped NizAl, can be
extensively deformed at room temperature (e.g. Ball and Gottstein 1993a, Yang and
Baker 1997), and others can be deformed by techniques such as ball milling (Jang and
Koch 1990, Koch 1991, Gialanella et al. 1992) or equal channel angular extrusion
(ECAE) Semiatin et al. (1995).

It is often found that a recrystallized metal, particularly one with a small grain size, is
more ductile than the cold-worked material. However, there are some examples of
intermetallics that are more ductile when only recovered or partially recrystallized
(Baker 2000). For example, McKamey and Pierce (1992) examined the room
temperature strength and ductility of an FezAl-based alloy using specimens that had
been heat treated to relieve stresses or produce controlled amounts of recrystallization.
Maximum ductility (8% elongation) was associated with the stress relieved (recovered)
state, and in contrast the fully recrystallized material showed only 3.5% elongation.

During extensive plastic deformation, many of the super-dislocations become uncoupled
or dissociated, and the material becomes progressively disordered (Koch 1991, Ball and
Gottstein 1993a). An investigation by Dadras and Morris (1993) of a FeggAl,3Cry alloy
which had a DOj structure found that after milling, about 75% of the dislocations
present were uncoupled and single.

The stored energy after deformation is seen from equation 2.6 to be proportional to
the dislocation density (p) and the square of the Burgers vector (b). Values of b are
different for disordered and ordered materials, and in L1, compounds, b=a/2<110>
in the disordered state, but after ordering b doubles to a<110>. If the dislocation
density is similar, we therefore expect the ordered material to have a larger stored
energy than the disordered alloy, and there is some evidence for this (Baker 2000).
However, the situation is complicated, because as discussed above, an ordered
material may disorder during plastic deformation. A higher stored energy will tend to
accelerate recrystallization or lower the recrystallization temperature (§7.2), and there
is some evidence that an alloy which is ordered before deformation recrystallizes at a
lower temperature than the same alloy disordered before deformation (Clareborough
1950, Baker 2000).

8.2.3 Microstructures and deformation textures

Although there has been much discussion of the mechanism of dislocation movement in
ordered materials, there is surprisingly little known about the nature of the micro-
structures and textures developed during thermomechanical processing, as may be
seen from the review of Yamaguchi (1999).
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Boron-doped alloys based on NizAl can be rolled at room temperature, and have been
extensively studied by Gottstein and colleagues. Ball and Gottstein (1993a) rolled a
boron-doped NissAlyy, compound which has an L1, structure, to >90% reduction at
room temperature. They found that at intermediate strains the microstructure consisted
of clusters of microbands together with shear bands (fig. 8.2); the latter were of the
intersecting type normally associated with alloys of low stacking fault energy. No
evidence of cell formation was observed at any level of strain. At strains below 0.4, very
thin (~0.05 pm) microbands were observed, and these authors also reported that at
higher strains, somewhat thinner shear bands, classified by them as copper type shear
bands, appeared between the brass type shear bands formed earlier.

The deformation texture of this material after rolling to 92% reduction is shown in
figure 8.3. It was described as a weak copper-type texture consisting of the components,
Brass, {110} <112> and Copper, {112} <111> and with a broad spread between the
Goss, {110} <001> and S, {123} 